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Abstract

Microservices have become the dominant architecture for large-scale distributed applications, powering everything

from social media platforms to e-commerce systems. Yet despite this ubiquity, the complexity of these systems and

the challenges of observing them remain poorly understood. The term “microservices” describes not a single design

point but a vast space of configurations: different communication protocols, topologies, languages, and operational

practices. Meanwhile, distributed tracing, the primary tool for understanding how requests flow through these

systems, produces data that is routinely incomplete. Trace records are dropped during overloads, fields are missing,

and the resulting traces may misrepresent the request workflows they are meant to capture.

This dissertation provides both a characterization of microservice complexity and techniques for observing

these systems despite imperfect data. We first conduct a qualitative study combining interviews with 12 industry

practitioners and analysis of six open-source benchmarks, revealing significant gaps between simplified academic

testbeds and the heterogeneous, evolving systems found in production.

We then present two large-scale quantitative analyses. At Meta, we characterize 22 months of topology data

and one day of request workflows, revealing over 12 million service instances, continuous churn, and high workflow

variability that challenges assumptions about predictable system behavior. At Alibaba, we analyze two public

trace datasets and discover that 85–99% of traces contain errors due to data loss and instrumentation failures. We

develop Casper, a reconstruction tool that recovers traces 1.14–2.71× larger than naive methods.

Finally, we introduce bridges, a distributed tracing primitive that preserves trace characteristics despite data

loss. Bridges propagate lightweight breadcrumbs that enable reconstruction of trace topology and ordering when

intermediate data is lost. We present three bridge types with different fidelity/overhead trade-offs and demonstrate

a prototype implementation in OpenTelemetry with minimal overhead.

Together, these contributions help practitioners and researchers understand the true complexity of modern

distributed systems and provide tools for reliable observability even under realistic, imperfect conditions.
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Chapter 1

Introduction

Over the past decade, microservices have become the dominant architecture for building large-scale distributed appli-

cations. Companies like Meta, Alibaba, Google, and Uber process billions of requests daily through interconnected

networks of lightweight services, each responsible for a specific business functionality [1, 2, 3]. This architectural style

enables development teams to work independently, deploy changes rapidly, and scale individual components based

on demand. The shift from monolithic applications to microservices has been so pervasive that it now underpins a

wide range of applications from social media feeds and search engines to e-commerce platforms and ride-sharing apps.

Despite this widespread adoption, microservices remain poorly understood outside the organizations that build

them. The term microservices describes not a single design point, but an abstraction covering a vast space of possible

configurations: different communication protocols, topologies, programming languages, deployment strategies, and

operational practices. What constitutes a service varies between organizations. How services communicate, syn-

chronously or asynchronously, via REST or RPC, differs based on use case. The number of services in a deployment

can range from a handful to tens of thousands. This heterogeneity means that insights from one organization’s

microservices may not generalize to another’s, and assumptions baked into research tools may not hold in practice.

Unlike static software artifacts, microservice architectures are living systems whose behavior is defined by

runtime interactions. Distributed tracing is the primary tool for observing how services coordinate to fulfill user

requests.Tracing captures graphs of request workflows as they traverse through the system. Traces reveal which

services participate in processing a request, how long each service takes, and the dependencies between services

on behalf of processing a request. They are the foundation for debugging, performance analysis, anomaly detection,

and automated management tools like auto-scalers. Yet distributed tracing infrastructures are not infallible. They

are treated as second-class citizens compared to revenue-generating functionality. The result is that real-world

trace data is routinely incomplete. Trace records are dropped, fields are missing, and the traces that remain may

not accurately represent the request workflows they are meant to capture.

This dissertation argues that meaningful research on microservice systems requires addressing both problems:

we must accurately characterize how microservices behave in the real world, and we must develop observability

techniques that remain useful even when the underlying data is incomplete. Through qualitative studies with

industry practitioners, quantitative analyses of production systems and traces at Meta and Alibaba, and the design

of new tracing primitives, this dissertation provides both the characterization and the tools needed to ground

microservice research in reality.
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1.1 Thesis Statement

In particular, this thesis states that:

Microservice characteristics vary widely across organizations, within single deployments over time, and even

execution-to-execution, making observability critical. The observability data itself is abundant, but unreliable. This

dissertation addresses both problems: through qualitative interviews, hyper-scale system analyses at Meta and

Alibaba, and the design of bridges, we demonstrate that (1) academic testbeds diverge significantly from production

microservices, (2) real-world traces suffer from critical data loss, and (3) lightweight ancestry data can preserve

trace characteristics despite inevitable data loss.

1.2 Realistic Observability for Microservices

These challenges, fundamental variability and unreliable observability, motivate this research grounded in three com-

plementary efforts. First, we must understand how microservices are actually built and operated in practice, moving

beyond assumptions derived from small-scale testbeds. Second, we must quantify the characteristics of production

microservices at scale, including how they change over time and how their observability data fails. Third, we must

develop techniques that remain useful even when observability data is incomplete. This dissertation addresses each

of these challenges through qualitative studies, hyper-scale system analyses, and the design of new tracing primitives.

1.2.1 Qualitatively exploring microservice characteristics

Academic research on microservices relies heavily on open-source testbeds such as DeathStarBench [4], TrainTicket [5],

and TeaStore [6]. These testbeds provide reproducible environments for evaluating research including auto-scaling

tools, debugging tools, and performance optimizations. However, it is unclear whether insights derived from these

testbeds generalize to production microservices, which may differ in scale, complexity, and operational practices.

To bridge this gap, we conducted a qualitative study, published in the Journal of Systems Research [7], combining

semi-structured interviews with 12 industry practitioners and a systematic analysis of six widely-used open-source

testbeds. Our goal was to identify the design axes along which microservices vary and to assess whether existing

testbeds adequately cover this design space.

We found significant divergence between testbeds and production systems. Practitioners reported using mixtures

of synchronous and asynchronous communication, multiple programming languages, and evolving service boundaries

driven by organizational needs. In contrast, most testbeds use a single communication protocol, are written in

one or two languages, and have small, static topologies. Critically, practitioners emphasized the importance of
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evolvability,the ability to add, remove, and version services over time, which no testbed adequately supports. These

findings suggest that research validated only on existing testbeds may not transfer to production environments.

1.2.2 Quantitatively exploring hyper-scale microservice characteristics

To complement our practitioner study, we conducted two large-scale quantitative analyses: one characterizing

Meta’s microservice topology and request workflows, and another assessing the quality of Alibaba’s publicly-released

trace datasets.

Meta’s Topology and Request Workflows (Section 4): In work published at USENIX ATC’23 [3], we

present the first public characterization of Meta’s microservice architecture, analyzing 22 months of topology data

and one day of request workflow traces. Meta’s topology contains over 12 million service instances and 180,000

communication edges between services. The topology evolves organically: thousands of services are created and

deprecated each month. We also discovered that some software entities are ill-fitting to the microservices abstraction:

they use service identifiers in non-standard ways that obscure their true complexity, such as machine-learning

inference platforms that generate unique service IDs for each tenant.

Request workflows exhibit high variability even within a single day. The same parent service may call different

sets of children across executions. This variability undermines tools that assume workflows are predictable from

limited samples. Our findings quantify the scale and dynamism inherent to production microservices.

Alibaba’s Trace Data Quality (Section 5): Alibaba has released two large-scale trace datasets, 12 hours

of data from 2021 and 13 days from 2022, that have been widely used by the research community [8, 9]. However,

no prior work has independently verified the quality of these datasets.

In work published at ACM/SPEC ICPE’24 [10], we conducted the first such analysis and found frequent

inconsistencies. 99.48% of traces in the 2021 dataset and 85.77% of traces in the 2022 dataset violate at least

one ofAlibaba’s stated specifications for creating traces from the dataset. Inconsistencies include missing rows,

contradictory field values, and duplicate records. We traced these errors to two root causes: data loss (records

dropped by the tracing infrastructure) and context-propagation errors (services failing to correctly increment

call identifiers). These inconsistencies cause naive trace reconstruction approaches, which assume the correct

specifications, to produce smaller, disconnected graphs that misrepresent the original request workflows.

To address this, we developed Casper, a trace reconstruction tool that exploits hidden redundancies in the

datasets to recover from data loss and context-propagation errors. Casper produces traces that are 1.14–2.71× larger

in size, 1.22–1.32× deeper, and 1.08–2.02× wider than naive methods. It increases the fraction of fully-connected

traces from 58% to 84% in the 2021 dataset.
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1.2.3 Robust and Accurate Observability for Microservices

Alibaba’s trace data model encodes topological redundancies that enable some error correction, but other tracing

models do not have this attribute. Our analysis of Alibaba, Uber, and Meta traces reveals that 5–40% of traces

contain holes: contiguous sequences of missing records where the tracing infrastructure dropped data. Holes may

occur when observability is most valuable: during overloads and failures, when services shed non-critical work like

trace collection to preserve revenue-generating functionality.

Existing tracing infrastructures, including the industry-standard OpenTelemetry, cannot reconnect trace frag-

ments across holes. Traces are constructed by linking each recorded operation to the operation that invoked it;

when intermediate records are lost, the operations they invoked become disconnected from the rest of the trace.

Tools that assume complete traces like anomaly detectors, auto-scalers, and critical-path analyzers may produce

incorrect results when applied to fragmented data.

Existing tracing infrastructures, including the industry-standard OpenTelemetry, cannot reconnect trace frag-

ments across holes. Current designs only preserve local connectivity—each record knows what directly preceded

it, not the broader context of the request. When records are lost, this local information is insufficient to piece

the trace back together. Tools that assume complete traces like anomaly detectors, auto-scalers, and critical-path

analyzers may produce incorrect results when applied to fragmented data.

We introduce bridges, a new distributed tracing primitive that preserves important trace characteristics despite

data loss. Bridges work by propagating lightweight breadcrumbs containing compact metadata needed to reconnect

trace fragments across holes. We present three bridge types with different fidelity and overhead trade-offs. The

Structural Bridge preserves both call-graph topology and ordering relationships between sibling calls, enabling

critical-path extraction. The Call-Graph Bridge preserves topology but not ordering, reducing overhead while still

preserving accurate trace topology. The Path Bridge preserves only connectivity, minimizing overhead for use cases

that require only fragment linkage.

Bridges are designed for practical deployment: they require no changes to application business logic, only the

use of our modified OpenTelemetry SDK. Our implementation, Manchac, demonstrates that bridges can be added

to existing instrumented applications with minimal overhead. Evaluation on DeathStarBench Social Network

shows that bridges recover connectivity for traces with holes while adding minimal latency overhead. This work

is ongoing, with submission planned for Spring 2026.

1.3 Contributions

Overall, this thesis contains the following contributions:

Proposed Ideas/Systems:
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• A framework for comparing microservice testbeds against production characteristics

• First public characterization of Meta’s microservice topology and request workflow dynamics.

• Analysis methodologies for identifying inconsistencies in Alibaba’s trace data set as well as methods for

accurately correcting errors.

• Bridges: a new distributed tracing primitive that preserves trace characteristics across data loss.

Artifacts:

• Analysis scripts and error correction code for Alibaba’s trace data set.

• Corrected sample of Alibaba traces.

• Bridges implementation in OpenTelemetry and Blueprint.

1.4 Dissertation Organization

The remainder of this dissertation is organized as follows:

• Chapter 2 provides the background necessary to understand the research questions and contributions of this

dissertation.

• Chapter 3 qualitatively explores microservice characteristics via a user study and compares the themes to

commonly used open-sourced microservice testbeds highlighting limitations in the testbeds’ design choices

compared to the design space found in industry.

• Chapter 4 quantitatively explores Meta’s microservice architecture at scale. We describe the topology in

detail on one day and how it changes over a 22-month period, then examine request workflow characteristics

including variability and predictability.

• Chapter 5 analyzes Alibaba’s system through the lens of their publicly-released trace datasets. We identify

pervasive data quality issues and present casper, a reconstruction tool that accurately repairs errors.

• Chapter 6 develops the Bridges primitive, which adds minimal redundant data to traces that allow for recovery

of important trace characteristics when data is lost. We build a prototype and show initial evaluation results.
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Chapter 2

Relevant Background

2.1 Microservice architectures

Monolith Microservices

Friends, Ads, Posts

Front end
Auth

Feed

FriendsAds

Front End

Feed

Ads

Auth

Posts

Legend
Deployable unit Database Request CommunicationService

Ads

Friends

Friends

Figure 2.1: Monolith vs. Microservices A monolith is a single deployable unit, as illustrated on the left. A
microservice architecture, shown on the right, is composed of multiple deployable units that communicate with
each other. A request workflow is shown on the microservice application.

Microservices is an architectural style in which a large-scale application is decomposed into individual services

that work together to achieve a business goal. Figure 2.1 contrasts two architectural styles for a social network

application. In a monolithic architecture, all functionalities are built into a single deployment unit that interfaces

with centralized databases. In a microservice architecture, the same application is realized through independent

services—Authentication, Feed, Friends, and Ads—each responsible for a specific part of the business domain.

Services may have their own storage mechanisms rather than depending on a shared database [11, 12].

Services and endpoints: Services are units of software with well-defined API interfaces called endpoints. Each

service satisfies a specific business use case (e.g., caching a photo feed), though there is room for interpretation in

defining the scope of a use case. Additionally, software that pre-dates the microservice architecture may serve multiple

business use cases, but be deployed as a single service. Both services and endpoints are named by respective services’

developers. Services expose their functionality via publicly accessible endpoints and may be replicated for scalability;

replicas are called instances. Additionally, services can be shared across application boundaries. At large organiza-

tions like Meta, microservice topologies are highly dynamic, with services frequently created and deprecated [3, 2, 1].

Stateful and stateless services: Services can be stateful or stateless [1]. Stateful services, such as databases,
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persist state for callers. Stateless services, such as frontends, call other services and integrate their results without

maintaining persistent state. A variety of programming languages are used to write services depending on fit for

the business use case and organizational conventions.

2.2 Request workflows

When a user interacts with a microservice application, their request is processed by a subset of services in the

topology. Services that receive external user requests or originate internal ones are called root services. Root

services call other services’ endpoints to perform the desired work, and those services may in turn call others.

The sequence of calls made on behalf of a single request forms a request workflow, which can be represented as

a directed acyclic graph (DAG) where nodes are service executions and edges indicate caller/callee relationships.

figure 2.1 shows an example request workflow, loading a user’s feed, in blue.

Parent/child relationships: Within a workflow, a service that calls another is the parent, and the called

service is the child. A parent may call multiple children, either sequentially or concurrently. Sequential calls

occur when parents are single-threaded or when there are data dependencies between calls. For example, if an

authentication token must be returned from one service before being passed to others. Concurrent calls occur

when children can execute independently.

Critical paths and latent work: The critical path of a request workflow is the longest chain of sequential

dependencies that determines overall latency. When children are called concurrently, only the slowest child

contributes to the critical path. When called sequentially, all children contribute. Children may also perform latent

work after replying to the parent which does not affect the parent’s response time but is part of the workflow.

For example, asynchronous replication or garbage collection.

Service communication: Services communicate via various communication methods including remote pro-

cedure calls (RPCs), HTTP requests, or via a message queue. Communication can be two-way, where the caller

blocks or waits until receiving a response, or one-way, where the caller continues without waiting. Two-way

communication is typical for request/response patterns like RPCs, while one-way communication is used for latent

operations like logging or notifications.

2.3 Distributed tracing

Distributed tracing is the primary observability mechanism for understanding request workflows in microservice

architectures. Traces are directed acyclic graphs (DAGs) that capture how requests are processed by a system,

revealing which services participate, how long each takes, and where errors occur.
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Figure 2.2: Event vs Span traces shows the same trace represented via event-based and span-based trace data
models.

Trace data models: There are two main tracing data models: event-based and span-based. Figure 2.2 shows

an example of a single request workflow represented as both an event-based and span-based trace. In event-based

traces, nodes represent discrete events annotated with a name and timestamp, connected by happens-before

relationships [13]. Fan-outs capture work that can be done in parallel, while fan-ins represent synchronization

points where a service waits for multiple downstream calls to complete before continuing. In span-based traces,

nodes are spans, intervals of work such as function executions, annotated with start time, duration, and optional

key-value pairs describing the work performed. Spans are connected by caller/callee (parent/child) relationships.

In practice, most industrial systems use span-based tracing.

Tracing infrastructure: Figure 2.3 illustrates a typical tracing infrastructure. Services are instrumented to

create spans and propagate metadata including a unique trace ID along request paths. Each span is assigned a

unique span ID and annotated with its trace ID and parent span ID to preserve caller/callee relationships.

Span records are cached locally by agents, which can be deployed in various configurations (Figure 2.3), then

sent asynchronously to a central collector. The collector joins records sharing the same trace ID to reconstruct

complete traces. Records typically include span name, timestamps, error codes, and optional key-value metadata.

OpenTelemetry is the leading open-source implementation of this architecture [14], though many organizations

run custom or proprietary tracing systems with similar designs.

Context propagation: Building traces requires propagating context along request paths. Most tracing

infrastructures use one-way context propagation, where context flows only on the forward (call) path. Some systems,

primarily academic ones, use two-way context propagation, where context also flows on the response path. Two-way

propagation enables richer relationships such as fork/join patterns and precise ordering between sibling calls but

adds complexity. For example, the critical path in a 2-way context propagation model (preserving happens-before

relationships) is defined by finding the longest path from start to end of a request workflow while the critical path
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Figure 2.3: Microservice tracing infrastructure. showing the various Otel supported methods of deploying
collectors.

of a one-way context propagation trace (preserving parent/child relationships) is an approximation of the critical

path, defined by following the last ending child algorithm [?]. In practice, one-way propagation is dominant despite

the additional expressiveness of two-way approaches.

Sampling: At scale, tracing every request is prohibitively expensive. Organizations use sampling strategies

to reduce overhead while preserving representative data. Head-based sampling decides whether to trace a request at

its origin, before execution begins. Tail-based sampling defers the decision until after execution, allowing selection

based on observed characteristics like latency or error codes. Both approaches involve trade-offs between overhead,

storage cost, and the completeness of collected data.
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Chapter 3

Qualitatively

Exploring Microservice Characteristics

3.1 Overview

Industrial microservice architectures vary so wildly in their characteristics, such as size or level of modularity,

that comparing systems is difficult and often leads to confusion and misinterpretation. In contrast, the academic

testbeds used to conduct microservices research employ a very constrained set of design choices. This lack of

systemization in these key design choices when developing microservice architectures has led to uncertainty over

how to use experiments from testbeds to inform practical deployments, and indeed whether this should be done

at all. We conduct semi-structured interviews with industry participants to understand the representativeness of

existing testbed design choices. Surprising results included the presence of cycles in industry deployments, as well

as a lack of clarity about the presence of hierarchies. We then systematize the possible design choices we learned

about from the interviews, and identify important mismatches between our interview results and testbeds’ designs

that will inform future, more representative testbeds.

3.2 Background

The term “microservices” is credited to a 2011 presentation by Netflix [15, 16]. In the early days, the large business

case handled by an organization was combined into a single executable and deployable entity, which is referred to as

monolithic architecture. Though the functionality of an application grew linearly with increasing business case, each

user’s access of different features were non-uniform [17]. To circumvent disadvantages of monolithic applications like

single-point failure, multiple organizations decomposed their applications into various functionalities but retained

a common communication bus to facilitate communications between different components[18]. This is called

Service Oriented Architecture (SOA). Microservices evolved from SOA, where the common communication bus

was replaced by an API call from one service to another.

Early academic research in microservices focused on the impact of domain characteristics when migrating from

a monolithic to a microservice paradigm [19, 20, 21, 22, 23, 24, 25, 26]. These extensive studies produced insights

on how multiple organizations handled various design choices such as service boundaries, cost of re-architecture and
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DSB - SN DSB -HR DSB -
MR

TrainTicket BookInfo µSuite TeaStore

Communication

Protocol Apache
Thrift

gRPC Apache
Thrift

REST REST gRPC REST

Style - - - Async - - -

Languages Used C/C++ Go C/C++ Java Node, RoR, C++ Java
Java,
Python

Topology

Number of
services

26 17 30 68 4 3 5

Dependency
Structure

Hierarchy1 Hierarchy Hierarchy Hierarchy2 Hierarchy Hierarchy Hierarchy

Evolvability

Versioning
Support

No No No No Yes No No

Perf. &
Correctness

Distributed
Tracing

Jaeger Jaeger Jaeger Jaeger Jaeger\Zipkin None Jaeger

Testing Prac-
tices

U,L U,L U,L U,L L L E2E,L

Security

Security Prac-
tices

TLS TLS TLS None TLS via
Istio

None TLS via
Istio

Table 3.1: Design choices of microservice testbeds. The table shows axes by which existing microservice
testbeds vary. It also shows testbeds choices for these axes. In some indicates that databases are included within
some services, but are not separate services. One single indicates that all services share a single database, which
is itself an independent service. U=Unit Testing, L=Load Testing, E2E=End-to-End.

infrastructure, and monitoring tools, along with challenges faced by developers in terms of implementation of large

scale distributed systems. In a similar vein, multiple projects [27, 28, 29, 30] have examined how to decompose

existing monolithic architecture into microservices. All of these works focused on static analysis, which was based

on functionality, rather than the dynamic traffic experienced by these systems.

More recently, microservice research has shifted focus from migration to a more holistic analysis of microser-

vices, ranging from surveys, to testbeds, to tools to better understand the trade-offs of practical microservice

design [31, 32, 33, 34, 35, 36, 37, 38, 39, 19, 40, 41, 42]. Of particular note, Wang et al. [43] produced a large survey

on post adoption problems in microservices, with questions focusing on the benefits and pitfalls of maintaining

large scale microservice deployments. We extend the areas explored in published literature and compare it with

open source microserivce testbeds.
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3.2.1 Microservice Testbeds

Following the growth of microservices in industry, the academic world has embraced the concept by building multiple

applications for multiple use-cases using microservice architectures. In our work, we refer to the overall group of

applications as testbeds, and to an individual use-case as an application. For this work, we only selected the testbeds

whose code is Open Source, and available to be deployed on any platform of choice. These open-source testbeds

provide transparency and reproducibility to microservice research, and enable multiple follow-up research projects.

3.2.1.0.1 DeathStarBench Gan et al. [44] released this testbed suite in 2019 to explore the impact of mi-

croservices across cloud systems, hardware, and application designs. This testbed suite has been the most widely

used by researchers. The suite is built based on the 5 core principles: Representativeness, End-to-End Operation,

Heterogeneity, Modularity and Reconfigurability. These principles were adopted to make the testbed appropriate

for evaluating multiple tools, methods and practices associated with microservices. Each application has a front

end webpage from which users can send requests to an API gateway which routes it to appropriate services and

compiles the result as an HTML page. DeathStarBench consists seven applications as testbeds: Social Network,

Movie Review, Ecommerce, Banking System, Swarm Cloud, Swarm Edge and Hotel Reservation. In this paper, we

only looked into three of those: Social Network (DSB-SN), Hotel Review (DSB-HR) and Movie Review (DSB-MR),

because their code is Open Source and has ample documentation for deployment, testing and usage.

3.2.1.0.2 TrainTicket Zhou et al. [?] released this testbed in 2018 to capture long request chains of microser-

vice applications. To build this testbed, the developers interviewed 16 participants from the industry, asking about

common industry practices. The major motivation to build TrainTicket was the limitation of existing testbeds’

small size and the need for a more representative testbed. The authors specifically asked about various bugs that

occur in microservice applications and replicated them in this testbed. The authors subsequently used this testbed

to test these bugs or faults and developed debugging strategies. There are multiple requests that can be sent to

the application to login, to display train schedules, to reserve tickets and to do any other typical functionalities

for a ticket booking application. The requests enter a gateway and are routed to the appropriate services based

on the request, with results compiled and sent as responses to the HTML frontend.

3.2.1.0.3 BookInfo BookInfo [45] was developed as part of Istio Service Mesh [46] to demonstrate the capa-

bilities of deploying microservice applications using Istio. This testbed is an application that displays information

for a book, similar to a single catalog entry of an online book store. It consists of 4 services: Product page, Details,

Reviews and Rating. The requests are sent to the product page, which gets the necessary information from the

other 3 services, aggregates the results, and shows it in an HTML page.
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3.2.1.0.4 µSuite Sriraman et al. [47] released this testbed in 2018 to evaluate operating system and network

overheads faced by Online Data-Intensive (OLDI) microservices. It contains 4 different applications – HDSearch, a

content based search engine for images; Router, a replication-based protocol router to scale key-value stores; SetAlge-

bra, an application to perform Set Algebra operations on Document Retrieval; and Recommend, a user based item

recommendation system to predict user rating. The applications were built to understand the impact of microservice

applications on the system calls, and underlying hardware. This testbed was geared towards Online Data Intensive

applications, which handles processing of huge amounts of data using complex algorithms. All the applications

have an interface which allows for the users to run them on a large scale dataset and record the observations.

3.2.1.0.5 TeaStore Kistowski et al. [6] released this testbed in 2018 to test the performance characteristics of

microservice applications. The testbed consists of 5 services: WebUI, Auth, Persistence, Recommender and Image

Provider along with a Registry Service which communicates with all the other services. The Registry Service acts

as the entry point for requests and requires each service to register their presence with this service. The testbed

can also be used with any workload generation framework, and has been tested for Performance Modeling, Cloud

Resource Management and Energy Efficiency analysis. This modular design enables researchers to add or remove

services to the testbed and customize them for specific use cases. The application caters to multiple requests for

working with a typical e-commerce application such as login, listing products, ordering products. The requests

enter using the WebUI service, which sends a request to the registry service that routes the requests to appropriate

services, aggregates the result, and displays the result as HTML webpage.

Overall, while there are multiple testbeds available, most academic papers used DeathStarBench, specifically

DSB-SN, which is the Social Network Service [48, 49, 50, 51, 52, 53, 54, 55]. The next most widely used testbed

is TrainTicket [52, 37, 36, ?], and the other testbeds are used less commonly in the academic research community.

3.2.2 Testbeds’ Design Choices

When building these testbeds developers make choices about various individual aspects of the application. In this

section, we explore the choices made by the original developers of the testbeds and illustrate the various options used

to build them. We look at both the literature and the codebase of the testbeds for various design choices, in matters

of conflict we pick the option illustrated in the codebase as it receives constant updates from the developers and larger

community. An overview of the design choices and the options adopted by the various testbeds are shown in Table 3.1.

3.2.2.1 Communication

Communication choices refer to the required methods and languages used for building each of the services, as

well as for interfacing between the different services. They form the bedrock on which the application is built, as
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they enable the information passing between the services to execute requests. We analyze the testbeds to identify

the communication Protocol between two internal microservices, as it impacts the performance of applications

[56, 57, 58]. We also identify whether the Style of communication is synchronous or asynchronous, and further

analyze the testbeds to identify the Programming Languages used for implementation, as microservice architectures

provide the flexibility of using multiple languages.

3.2.2.1.1 Protocol TrainTicket, BookInfo, and TeaStore use REST APIs for communicating between different

services to complete a request, and also for communication between the webpage and initial service. DSB-SN and

DSB-MR use Apache Thrift for communication between the services, but has a REST API for communication

between the Web Interface and the gateway service. DSB-HR and all applications in µSuite use gRPC for

communication between the services. DSB-HR uses a REST API for communicating between the webpage and

gateway service whereas µSuite makes use of gRPC for the same purpose.

3.2.2.1.2 Style BookInfo, TeaStore, DSB-HR, and DSB-MR only have synchronous communication channels

between the various services and do not use any data pipelines or task queues for coordinating asynchronous requests

in their applications. TrainTicket has both synchronous and asynchronous REST communication methods between

the services across the application. DSB-SN uses synchronous Thrift channels for communication between the

services, but has a RabbitMQ task queue that is used for asynchronous processing of some requests such as compiling

the Home Timeline service for a user after they create a new post. µSuite has both synchronous and asynchronous

gRPC communication channels for each of the applications built separately with no overlap between each other.

3.2.2.1.3 Languages Used All the services in TeaStore and µSuite are built using only one language: Java

and C++ respectively. The services that process business logic in DSB-SN and DSB-HR are built using C++. Lua

is used for processing the incoming request and compiling the final result sent to users, Python is used to perform

unit tests and for smaller scripts that are used to setup the testbed. DSB-MR and all the applications in µSuite

are written using Golang. BookInfo consists of 4 services, each of which has been written in a different language:

Python, Java, Ruby and Javascript (Node.js). The services in TrainTicket are also written in 4 languages: Java,

Python, Javascript, and Golang. All testbeds except µSuite offer a user interface written using HTML, CSS, and JS.

3.2.2.2 Topology

Topology relates to the overall structure of the application including the communication channels between the services.

We look at the ways in which different testbeds have arranged the services to fulfill requests for a particular application.

We look at the number of services and the dependency structure of an application. The number of services is

counted as the total number of containers (services + storage) that needs to be deployed for the application to fulfill
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all its requests3. In testbeds where containers are not used, we went by the individual deployments. The topology is

often represented as a Dependency Diagram as shown in Figure 2.1, where the nodes represent services and an edge

from Service A to Service B means Service A is dependent on Service B to complete a request. Request call graphs,

determined by the overall topology, yield important insights, as shown in Alibaba’s large-scale traces of microservices

[59]. We analyze the testbeds to identify that the overall dependency structure of the microservices was hierarchical,

where the request entered an API gateway as the first service and the storage layer was the last accessed service.

3.2.2.2.1 Number of Services µSuite [60] has 4 distinct applications, each of which have only 3 distinct

services 4. BookInfo has 4 distinct services each deployed as a container within Istio Service Mesh [61]. TeaStore

has 5 distinct services with a Registry Service that keeps track of the total number of services in the application [62].

TrainTicket [63] has 68 services including the databases which are deployed as separate containers. DSB-SN[64] has

26 individual containers including the databases and caches, DSB-HR [65] has 17 individual containers including

the databases and caches, and DSB-MR [66] has 30 individual containers including the databases and caches.

3.2.2.2.2 Dependency Structure µSuite was built under the assumption that the OLDI microservices are

hierarchical in nature, where the application is structured as front end, mid-tier, and leaf microservices. BookInfo

is also structured in a hierarchical structure where the nodes at the end are storage services such as MongoDB.

TrainTicket doesn’t follow a strictly hierarchical structure, as the database isn’t the last layer accessed for some of

the requests. DSB-SN, DSB-HR and DSB-MR are strictly hierarchical as the requests entering the API gateway

go through each service before accessing the database towards the end of the request chain, from where it is

directly returned to the user. DSB-SN has a non-hierarchical component where the Home-Timeline gets compiled

asynchronously when a user creates a new post. TeaStore has a hierarchical dependency when processing requests,

however every newly deployed service calls the Registry Service to register itself.

3.2.2.3 Evolvability

As the application becomes larger, the architecture changes based on the various modifications that each individual

service undergoes. We analysed the testbeds to check if they had already incorporated this design axes in their

application. We also looked at the support for versioning in the testbeds to gauge the support for multiple versions

of the same service [67, 68]. For example, as shown in Figure 3.1, Service A and B are dependent on Service C

to fulfill their request and they use the API /api/service_c. If Service C is modified to accommodate newer

features, or code optimizations, these changes might not be adapted by Service A or B at the same time. Thus,

3This count was retrieved on 29 th January, 2022
4We derive this number from the installation script provided by the authors in their code [60]
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Service A will be using the older version (v1) and Service B will have moved to the newer version (v2). This would

require Service C to run 2 instances with different versions to support all their dependencies.

Figure 3.1: The Versioning Problem: one approach to maintaining multiple versions of a service is by using
versioned APIs.

3.2.2.3.1 Versioning Support Only BookInfo provides multiple versions of a service in its testbed. The

Reviews Service comes in 3 different versions where 2 of the versions access the Ratings Service to display the ratings

on the webpage. Other testbeds do not explicitly provide multiple versions of the services but have extensible APIs

that the users can program to deploy multiple versions of a service.

3.2.2.4 Performance & Correctness

Understanding and analyzing the performance of microservices is integral to designing microservices. We analyze the

testbeds to identify the different Distributed Tracing tools adopted by the testbeds for analyzing the performance

of each service in the request chain [69, 70].

3.2.2.4.1 Distributed Tracing Except µSuite all the other testbeds offer Distributed Tracing built into the

testbed. These testbeds use a framework built on OpenTracing principles, typically with Jaeger as the default option.

They instrument each of the applications with various tracepoints built into each of the services to track the time

spent processing each request. Though it doesn’t use distributed tracing, µSuite uses eBPF to trace various points

of the system to get the number of system calls that were being utilized to run various applications in the testbed.

3.2.2.4.2 Testing Practices Except µSuite all the other services have unit testing built into the repository

which can be used to test the individual services for correctness. TeaStore also has an end-to-end testing module

that interfaces with the WebUI service to mimic a user clicking the UI. Load testing can be performed on all

the testbeds except µSuite using wrk2[71] since they use HTTP for receiving requests. µSuite has an inbuilt load

generator in the codebase that can be used for generating higher request loads to test the application.
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3.2.2.5 Security

3.2.2.5.1 Security Practices DSB-SN, DSB-HR, and DSB-MR have a Transport Layer Security built-in

between the services which helps in encrypting communication between the services. TeaStore and BookInfo were

deployed using Istio Service Mesh which comes with built-in encryption channels that can be enabled by the

developer when deploying the application. MicroSuite and TrainTicket do not provide communication encryption

between the services.

3.3 Methodology

We conducted semi-structured interviews with industry participants to 1) better understand the designs of industrial

microservices and 2) understand how these designs contrast with those of available testbeds. Our IRB-approved

study follows the procedure shown in Figure 3.2.

Study design

Data Collection & Analysis

2 Pilots

Interview questions

Grounding questions

Questions that explore 
features discussed in other 
studies but missing from 

testbeds

Questions that probe 
choices for testbeds’ design 

axes

12 
Interviews Analysis

Results

Are there any questions 
about Microservice design 
that we should have asked 

but didn’t? 

1 2

3 4

5

Systematization 
of design choices

Mismatches between 
testbeds’ and 

participants responses

Figure 3.2: Methodology: The interview process starts with study design, followed by data collection & analysis,
and ends with our results.

3.3.1 Recruiting Participants

We recruited participants from different backgrounds, aiming to collect various perspectives of microservice design

choices. (See Appendix ?? for the demographics questions we asked.) We recruited participants by: 1) reaching

out to industry practitioners and 2) advertising our research study on social media platforms (Twitter, Reddit, and

Facebook). After the first few participants were recruited, we used snowball sampling [72, 43] to recruit additional

participants. We recruited fourteen participants in total, including the two pilot studies (see below).

Table 3.2 shows demographics of the participants we recruited for our interviews. The table shows that out of the
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ID Skill
level

YoE Sectors worked Current role

P1 Advanced 10 Government Full Cycle
P2 Intermediate3 Finance, Tech, Government, Consulting, Education Full Cycle
P3 Advanced 5 Tech Full Cycle
P4 Beginner 1 Tech, Research Design, Testing
P5 Advanced 5 Finance, Tech, Education Full Cycle except

Deployment
P6 Advanced 4 Tech Full Cycle except

Deployment
P7 Advanced 10 Academia, Tech Full Cycle
P8 Intermediate3.5 Tech Design, Testing,

Implementation
P9 Intermediate2 Tech Full Cycle except

Scaling
P10 Advanced 7 Tech Deployment
P11 Advanced 7 Tech, Government, Consulting Full Cycle
P12 Intermediate2 Tech Full Cycle except

Scaling

Table 3.2: Participant Demographics Each participant, which can be identified by their ID, has their self reported
skill level, years of experience YoE with microservices, sectors worked in with respect to microservices, and current
role. Full Cycle covers all the five aspects of microservices: design, testing, scaling, deployment, implementation.

twelve participants, seven assess their skill level with microservices as advanced-level, four as intermediate-level, and

one as beginner-level. On average, they have five years of experience working with microservices. Sectors that the

interviewees work in include government, consulting, education, finance and research labs. 9 of the 12 interviewees

work on all aspects of microservices, (defined as design, testing, scaling, deployment and implementation). The

remaining 3 work only on a smaller subset of those aspects.

3.3.2 Creating Interview Questions

We created 32 interview questions designed to increase the authors’ understanding of industrial microservice

architectures and to contrast microservice testbeds with them (see Appendix ??). The questions span four

categories, described below.

1 Grounding questions: These questions ask participants to define microservices and state their ad-

vantages and disadvantages. We use these questions to determine whether participants exhibit a common

understanding of microservices, and whether this understanding agrees with that described in previous litera-

ture [44, 37, 6, 25, 43, 39, 19, 40, 41, 42].

2 Probing questions These questions probe whether design elements present in microservice testbeds

accurately reflect or are narrower than those in industrial microservices. For example, Table 3.1 shows that all

microservice testbeds exhibit a hierarchical topology where leaves are infrastructure services. So, we asked whether

microservice topologies can be non-hierarchical. We asked similar questions about tooling. For example, only one
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out of the seven testbeds include versioning support. So, we asked whether industrial microservices at participants’

organizations include versioning support.

3 Exploratory questions: These questions center around microservice design features discussed in the

literature [43, 73, 31, 74]), but completely missing from the testbeds we consider. For example, cyclic dependencies

within requests—i.e.,, service A calling service B which then calls A again—occur in Alibaba traces [59], but are not

present in any of the testbeds we analyzed. This mismatch led us to investigate if request-level cyclic dependencies

occur in participants’ organizations. Similarly, the testbeds do not make statements about application-level or per-

service SLAs (i.e.,, the minimum performance or availability guaranteed to caller over a set time period [75, 76, 77]).

So, we asked questions about whether microservice architectures within participants’ organizations include SLAs.

4 Completeness check question: We ended each interview by asking if there is anything about microservice

design that we should have asked, but did not. This question helped us gain confidence in the systematization

we report on in Section 3.4. (Though, we cannot guarantee comprehensiveness.)

5 Pilot studies: We conducted two pilot studies before the first interview. We refined the interview questions

based on the results of these pilots.

3.3.3 Interviews & Data Analysis

Our hour-long interviews consisted of a 5-10 minute introduction, followed by the questions. Participants were told

they could skip answering questions (e.g.,, due to NDAs). We encouraged participants to respond to our questions

directly and also to think-aloud about their answers. We asked clarifying questions in cases where participants’

responses seemed unclear and moved on to the next question if we were unable to obtain a clear answer in a set

time period. At times, we probed participants with additional (unscripted) questions to obtain additional insights.

For data analysis, three of the co-authors analyzed participants’ responses together. We used the labels below to

categorize responses. We additionally identified themes in the interview answers and extracted quotes about them.

1. Unable to interpret: The three co-authors’ could not come to a consensus on the interpretation

2. Unsure: Interviewees did not know the answer

3. Yes: for a yes-or-no question

4. No: for a yes-or-no question

We report only on participants who provided answers and whose answers we can interpret (hence the denom-

inators for participants’ responses in Section 3.4 may not always be 12).
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3.3.4 Systematization & Mismatches

Systematization: We used the responses to our questions to expand the testbed design axis table presented in

Table 3.1 and create Table 3.3. New rows either correspond to 1) exploratory questions about microservice design

that elicited strong participant support or 2) design elements a majority participants verbalized while thinking

out loud. Columns correspond to specific technologies or methods participants discussed for the corresponding row.

Mismatches: We compared the results of our expanded design axis table to the table specifically about

testbeds, in order to identify cases where the testbeds could provide additional support.

3.4 Results

Table 3.3 describes the design space for microservices based on the testbeds and interview results. The rows

are grouped into high-level design categories including Communication, Topology, Service Reuse, Evolvability,

Performance & Correctness, and Other. Within each category, there are specific design axes along with the range

of responses from participants and specific examples, when applicable. For example, the communication category

includes specific axes for protocol, style of communication, and languages used.

In the following sections, we discuss each row of Table 3.3. We first state the number of participants who

provided responses that were interpretable. We then state the high-level results, which are applicable to all of

our participants. We also present specific granular breakdowns for each result where applicable. Following these

statistics, we provide quotes from the interviews, referencing participants by their ID in Table 3.2.

3.4.1 Grounding questions

Participants’ responses were similar to results in existing user studies [43, 32] and other academic literature [44, 37, 6].

In describing what microservices are, 7 out of 12 participants identified them as independently deployable units

and 3 participants explicitly mentioned that applications are split into microservices by different business domains.

Almost all participants noted the ease of deployment, testing, and iterating on services as being benefits of

microservices. On the other hand, a monolith was described by most participants as a single deployable unit with

all of its business logic in one place. Participants noted that monoliths have many downfalls, such as their inability

to scale granularly, having a tight coupling of components, and being a single point of failure.

While participants agreed on common benefits like isolated deployment and failures, they disagreed on the

challenges caused by using microservices. Concerns range from high-level views, such as difficulty with seeing the

big picture of the whole application, to more specific ones like extra work (e.g., getting data from a database) caused

by strict boundaries and backwards compatibility (e.g., the versioning problem). Regarding how shared libraries
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Design Axes Range of Responses Examples

Communication

Protocol HTTP, RPC, both gRPC, REST, Apache Thrift

Style Synchronous, Asynchronous, Both -

Languages Used Multiple - Restricted, Multiple - Unre-
stricted, One

Java, Python, C\C++, Go

Topology

Number of Services Varies 8-30, 50-100, 1000+

Dependency Structure Hierarchical, Non-Hierarchical -

Cycles Yes, No -

Service Boundaries Business Use Case, Cost, Single Team
Ownership

-

Distinct Functionality, Performance, Security

Service Reuse

Within an Application Yes, No -

Across Applications Yes, No -

Storage Shared, Dedicated, Both -

Evolvability

Versioning Support Yes, No Versioned API, Explicit Support (UDDI),

Proxy

Perf. & Correctness

SLAs for Microservices Yes - Applications, Yes - Applications and
Services, No

-

Distributed Tracing Yes, No Jaeger, Zipkin, Homespun

Testing Practices Unit, Integration, End-to-End, Load, CI\CD -

Security

Security Practices Granular Control, Communication Encryp-
tion

-

Attack Surface Awareness

Table 3.3: Design Space for Microservice Architectures These design axes were identified through the
practitioner interviews. Rows in the table, which are specific design axes, are grouped by design category. Each
design axis has the range of responses from the interviews as well as specific examples of specific design choices
mentioned by the interviewees.

and microservices are distinct, most participants were unsure of a true distinction, while some tied microservices

to stateful entities and shared libraries to stateless entities.

3.4.2 Communication

3.4.2.0.1 Protocol We have 11 interpretable responses for the communication protocols used at participants’

organizations. 5 of the total 11 responses included HTTP, and 6 responses had a combination of both HTTP and

RPCs. No participants use only RPCs for communication. For these communication protocols, participants shared

specific mechanisms including REST APIs (6/11) and gRPC (3/6).

Of the eleven participants that mentioned using HTTP as a communication protocol, three of them mentioned
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using standard HTTP without mentioning REST specifically. Two participants shared that any communication

protocol can be used, beyond HTTP and RPCs, in appropriate scenarios.

Participants expressed differing opinions on which communication protocol is best suited for microservice

applications, with P2 saying “in the real world [use] REST... if your team needs RPC you’re probably doing some

sort of cutting edge problem” since “the overhead for using REST is relatively negligible to RPC,” while others,

such as P9, felt more drawn to RPCs: “we use both [HTTP and RPC], but generally we would prefer to use RPC.”

3.4.2.0.2 Style We have 5 interpretable responses for the communication styles used at participants’ organi-

zations. 3 of the 5 participants with interpretable responses suggested that their organizations have a mixture

of both synchronous and asynchronous communication styles in their services, while the remaining 2 participants

only mentioned synchronous forms of communication.

Out of the three participants that use both forms of communication, P5 warned of the dangers of poor design

combined with only synchronous communication saying “you certainly don’t want a scenario where somebody has to

make multiple calls to multiple services and all those calls are synchronous in a way that is hazardous and... I think

folks are mindful of this when they make broad designs. I think this starts to break down when folks are trying to

make nuanced updates within.” P3 also noted that one benefit of asynchronous communication is that “[dependencies

are] more dotted lines than solid lines right, they’re not strictly depended on this.” Additionally, P1 pointed out

that “[logging] is completely asynchronous,” indicating a specific use case for asynchronous communication.

3.4.2.0.3 Languages Used We have interpretable responses for all 12 participants regarding the languages

used at their organization. Participants’ responses included 3 restricted to using only one language, 4 using multiple

languages with restrictions on which ones could be used, and 5 using multiple languages with no restrictions.

All three participants that only use one language at their organization are restricted to using Java. P1 attributed

this to their hiring pool: “...management will typically look at what’s cheaper in the general market. Which

technical skill sets are readily available in case someone leaves and they need to replace [them] and so on.”

Out of the four participants who used a restricted set of languages (more than one), P8 shared that using a

small set of languages is due to “shared libraries. If you have very good shared libraries that make things super

easy in one language and if you were to switch to another language, even if you like writing in that language,

there’s almost no... Look, at the end of the day, the differences between languages are not [great enough] to be

able to throw away a lot of shared libraries that you would otherwise be able to use.”

Out of the five participants who have unrestricted language choices, P2 explained that “some of these [services]

were forced to use a [new] language because the library is only available for this language.”

Out of the nine participants that use multiple languages, six use three to five languages in their applications,
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two use more than eight languages, and one did not know the number, saying “ I’d go to Stack Overflow and [ask]

how many languages exist?” (P4). Table 3.3 shows the most commonly used languages among our participants’

organizations: Java, Python, C\C++, and Go.

Figure 3.3: Topology Approaches For the most part, participants used one of four approaches when asked
to draw a microservice dependency diagram that would be used to explain microservices to a novice. Note that

C represents a hybrid deployment retaining some monolithic characteristics.

3.4.3 Topology

We asked participants to draw a Service Dependency Diagram to explain microservices for a novice entering the

field. This gave us a sense of the important characteristics of microservices that participants think about most

prominently. 3 of the 12 participants drew two different diagrams, giving us 15 total diagrams. We present these

results in Figure 3.3 showing the most common approaches taken by participants.

The first common approach was to draw a monolith then completely refactor it into a microservice architecture

(1/15, A ). The second approach was similar, starting with a monolith and pulling out specific bits of functionality

into microservices. This incremental refactoring approach resulted in a monolith connected to a set of microservices

(3/15, C ). The third approach was to take one service and expand the architecture by considering its dependencies

(4/15, B ). The final and most popular approach was to consider a business use case, listing all services needed

to accomplish the task, then connecting the dependencies (6/15, D ). The single other approach, which is not

included in the figure, was centered on container orchestration (P4).
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3.4.3.0.1 Number of Services We have 12 interpretable responses for the number of services in the appli-

cations managed by participants’ organizations. As shown in Table 3.3, the number of services ranged from 8-30

services (3/12), 50-100 services (5/12), and over 1,000 services (1/12). The responsibility of development and

maintenance of these services is shared across multiple teams at the organizations. (3/12) participants were unsure

of the number of services at their organizations.

Of the 3 participants that were unsure, P7 explained that “I can’t [estimate the number of services] because it

depends how you divide. For example, I have some services that run multiple copies of themselves as different clusters

with slightly different configurations. Are those different services or not?... Not only could I not even tell you the

count of them, I can’t tell you who calls what, because it might depend on the call and it could change day to day.”

3.4.3.0.2 Dependency Structure We have 10 interpretable results for participants’ experiences with mi-

croservice dependency structures. The responses consisted of hierarchical (2/10), non-hierarchical (6/10), and

unsure or no strong stance either way (2/10).

Most participants rejected the notion that microservice dependency structures are strictly hierarchical. Recall

that a hierarchical topology is one where services can be organized as a tree, where the top level services are an

API gateway or load balancer and the leaves are storage. Participants often initially said yes, but then changed

their minds and thought of counterexamples. For example, P11 explained “now that I’m evaluating microservices

and and I’m recognizing that the services should be completely independent, there’s no reason that they should

always follow that paradigm... I’m coming to an answer, no, it is not always the case.” Participants provided

different reasons for non-hierarchical topologies. For example, both P7 and P8 described non-root entry points:

“I guess the way I think about it [is], where does work originate. And it is perfectly valid for it to originate from

outside the microservices or from inside the microservice architecture, so I think it can go both ways”(P8).

Of the two participants that agreed microservice dependency structures are strictly hierarchical, both attributed

this belief to only having experiences with hierarchical topologies. For example, P9 said “all the ones I’ve seen

have been that way I guess. I can’t rule out the there may be some other reason to architect [it] another way,

but yeah I would agree [that microservice dependency diagrams are strictly hierarchical].”

3.4.3.0.3 Cycles We have 9 interpretable responses for cyclic dependencies in microservice dependency di-

agrams. Most (6/9) participants agreed that there can be cyclic dependencies between services in microservice

based applications, while the remaining (3/9) participants were unsure.

Six participants expressed that cyclic dependencies should be avoided when possible. For example, P4 explained

“generally speaking... you kind of want to avoid cycles just for keeping your designers sane so I don’t think it’s a good

idea.” In a similar vein, P6 shared “whether or not a microservice, you know, service one could hit service two and
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service two could hit service one again? Yeah, I would say that it’s... I would consider that an Anti pattern, but not-

Like there still might be a good reason to do it, but I would consider that generally is like a code smell or a stink.”

Three participants did not warn against cyclic dependencies. P8, for example, explained that “[valid cyclic

dependencies] depend on how you divide your microservices. [For] many microservices, it just makes sense to have

them contain both the front end and kind of the business logic like back end code. And sometimes, microservices

borrow things. When a microservice is holding back end and front end code, you could imagine service A calling

service B to get, you know, some nice back end calculation done. But then maybe service A actually has a cool

widget that service B wants to display... You could be super rigid- like this microservice just has this one really cool

widget. Well, then you would never have any cycles, because each [microservice] only does one thing. But that’s

not practical like things are going to host front end components. And the links between the front end components

and back end logic are not always as hierarchical.”

3.4.3.0.4 Service Boundaries We have 9 interpretable responses for service boundaries. Participants listed

many different ways to create service boundaries: by business use case (2/9), by single team owner(4/9), in ways

that optimize performance (3/9), in ways that reduce cost (2/9), and by distinct functionality (2/9). (Participants

provided multiple answers, so our tallies add up to more than nine.)

The most frequent answer among the participants was setting service boundaries to have single team ownership.

P2 warns of “the pain of having an improperly scoped business domain where multiple teams are trying to compete

basically for the same bit of business logic. Make only one team [responsible] for that logic even if... multiple have

to co-parent, one needs to be accountable.” P3 explains, when reflecting on refactoring one microservice into a

user and enterprise service, “we had two different teams that were going to be focusing on different things and

iterating on those things very, very quickly.”

P4 discusses how overheads could change due to service boundaries: “If I’m able to do everything internally by

just sharing memory buffers or just shooting little message queues around, that’s one thing. If I suddenly have to

communicate through a bunch of HTTP [requests] or sockets [due to refactoring my service], am I adding additional

overhead in there that may be degrading my performance in a meaningful way?” In addition, P4 weighs the security

costs of having more, smaller services: “suddenly let’s say we decompose [one service] into four things. Each one

of these might have a different attack surface that we need to reexamine. Is it worth the cost of looking into that?”

3.4.4 Service Reuse

3.4.4.0.1 Within an Application We have 4 interpretable responses about service reuse within a single

application. All 4 participants indicated a significant amount of service reuse within an application.

P2 explained “you always have a few [services] that everybody is dependent on.” In addition to this, P12
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shared that microservices could be reused within an application, specifically for different endpoints. They added

that when microservices are reused within an application, they “don’t think the same request would go to the same

microservice twice, that seems like bad engineering to me. You should be able to do everything you’re supposed

to do on the first time around.”

3.4.4.0.2 Across Applications We have 9 interpretable responses about services being used in multiple

applications. (8/9) said some of their services were shared across applications while (1/9) said none of their services

were reused.

Of the participants who said services were shared across applications, P2 said it’s “pretty common” and P12

said “that is why we made microservices.” In a similar vein, P7 explained “that’s almost always, yeah. With the

exception of maybe the very front end of them”. P8’s organization has “some core services that are used by all

applications.” For example, they mentioned “the authentication service is used by all.”

P4, an industry researcher, explained “we have a specific service which we have actually containerized to

test these things out and we are looking at potentially having multiple applications ping it.” As for how many

dependencies this shared service would have, P4 said, “it’s going to depend on what we’re trying to research. In

this case, since we are doing some research on scalability, we will eventually very deliberately go through and see

how many different things can we connect to it before it falls over sort of thing.”

As for the participant whose organization does not reuse service across applications, P11 shared that “I don’t

see that. It’s just one application and it’s just a collection of microservices bounded by that application context

that mirrors the silo that the application is built in.” When asked if the same functionality was required for two

different applications, they shared that “they would generally be making a new microservice to fill” the need.

3.4.4.0.3 Storage We have 10 interpretable responses about database reuse. The response included dedicated

database per service (3/10), shared databases (5/10), and a combination of both (2/10).

Of the three participants that have only dedicated databases for their services, P8 shared “the one thing I can

say is that [our] core services will have their own devoted data store so like authentication, [has an] authentication

database.” They could not share information about their application specific services’ databases. P11, a consultant,

said dedicated databases “is what I’m seeing most often, yes.”

Of the five the participants with databases used by multiple services, P3 said “ideally, they don’t. In practice,

they absolutely did.” Not all participants felt as though databases shouldn’t be shared. For example, P2 explained

“they always share! Every time, they always share.” P6 said “my previous company definitely reused databases.

Microservices and teams might have their own tables within that database, but that database was still the same.”
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Finally, P5 shared that “we have a legacy database. In fact, every one of our customers has its own database.

That’s necessary for compliance reasons.”

Of the two participants whose organizations have a combination of dedicated and shared storage. P9 initially

explained “each [service] I’m aware of uses a dedicated storage,” but later added “there is a microservice that can

be used for storage that I guess, in a sense, is a way storage can be shared.”

3.4.5 Evolvability

3.4.5.0.1 Versioning Support We have 11 interpretable responses about how participants approach adding

new versions of a microservice. 6/11 participants have some sort of versioning support in place while the remaining

5/11 did not. As shown in Table 3.3, the methods of versioning support used by the participants include versioned

APIs (2/6), explicit support like UDDI (1/6)[78] and a proxy (1/6). The remaining 2/6 participants with versioning

support did not provide a specific mechanism.

Of the six participants that have a mechanism in place for adding new versions of services, P1 shared “there’s

things like UDDI that help with versioning, but we typically don’t depend on that. We will literally just publish

a new endpoint.” P7 explained using a proxy for versioning, where a copy of a small amount of production traffic

would be routed to the new version instead of the old one and the results of the two versions would be compared.

P3 shared the preference to “translate internally. Right, so a request can still come to the old [version], but you’re

just using the new code.”

The two participants that did not provide a specific mechanism for versioning explained that they use Blue/Green

Deployment for verifying that new versions should be shipped to production.

Of the five participants that did not have a mechanism in place for versioning, P9’s approach to adding new

versions is to “deploy into a different version of the cluster. That’s how I test my services- manually configure

the route headers to contact this test cluster.” P11, shared that at the companies they consult at, they “for lack

of a better option they’re simply coding and hoping that it will say the same.”

Two of the participants shared the challenges with versioning. P2 warned “that’s the problem with microservices

that you’re coming to... that no matter what [with] microservices you get into a dependency hell. The biggest thing

I can say is [please] version your API. If you’re going to use an API, version it and have some sort of agreement for

how many old versions you want to maintain.” P12 explained that at their previous company, they deemed this “the

versioning problem... Your change in your one domain, when you’re updating the microservice, has to be reflected

company wide on anything that depends on it or utilizes it, and so I mean there are ways to handle this which is like,

you know bend over backwards, for the sake of backwards compatibility.” They explained their process for versioning

as “whenever a microservice gets changed, try to determine through... regular expression code search where all

of the references in the code base to that particular stream of characters were but that’s not enough. So what you



29

then have to do is you’d have to actually grunge through the abstract syntax tree of each Python program in order

to determine the parameters that were given [and] the types of those parameters.” They ended this discussion with

“I’ve left that job and I continue to [think] about it on a near weekly basis because it’s such an interesting problem.”

3.4.6 Performance & Correctness

3.4.6.0.1 SLAs for Microservices We have 11 interpretable responses about SLAs with respect to microser-

vice based applications and microservices themselves. 8/11 have SLAs with the remaining 3/11 not having SLAs.

Of the 8 participants that have SLAs, 7/8 have SLAs for entire applications and 3/8 have SLAs for individual

microservices.

Of the eight participants that have SLAs, P6 explained “we had SLAs with respect to the entire product’s

behavior and the product was composed of the microservices. So as a unit the microservices had an SLA which

was like, we wanted four nines reliability like 99.99% uptime. But that was considering the product as a unit not

as the microservice. We did, internal to the company, have individual targets where... it was just part of like your

performance review as a team.” Plus, P1 shared “we have SLAs for everything, [including individual microservices].”

The remaining three participants expressed varying sentiments on why their organization did not have SLAs.

For example, P3 explained a challenge of supporting SLAs: “there [were] a lot of fights about it. It was one of those

things I wish we did. But I think before you can have those... like there were things we were missing to tell what

service level you’re actually offering. And before you can have agreements we have to know how to measure if you’re

actually hitting those agreements or not. That was a rather consistent argument between the engineering teams and

the infrastructure teams.” On the other hand, P5 explained “we’re not known as high availability and we’re not....

Nothing is transactional or urging in that particular way” as the reason for not needing SLAs at their organization.

3.4.6.0.2 Distributed Tracing We have interpretable responses for all 12 participants on whether they use

distributed tracing. 1/12 was unfamiliar with distributed tracing, 8/12 did not use distributed tracing, and 3/12

did use distributed tracing. As shown in Table 3.3, of the participants that use distributed tracing, one uses Zipkin,

one uses Jaeger, and one uses a homespun tracing framework. Of the participants that do not use distributed

tracing, 2/8 want to and 2/8 understand the need for tracing.

Of the three participants that use distributed tracing, P7 explained “we use Zipkin... we rely on the features that

are enabled by it so it shows things like service dependencies, we use [it] for capacity planning, we use it for debugging.

If we want to know why there is a performance problem, my team doesn’t do a lot of this right now because there

hasn’t been a lot of pressure on that, but, other teams do look at this and they’re like ’Why is [there] a performance

problem?’ and they’ll look at the traces and be like ’oh yeah this call is taking three times as long as you’d expect’.”

P10 shared that “we have multi-tenancy environments meaning we have multiple customers, multiple people accessing
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the same services.” P10 also shared how they use the trace data to “[get] management in place, in other words, when

you step into a cluster, by default- it’s a free for all... everything [can] talk to everything. What you really want to

start doing is...basically [build] highways/roadways inside the cluster and [define] those roadways... and we actually

apply policy for our applications so that... We know that this namespace and this ”pod” and the services [are] talking

to the parts and services it’s exposed to, and nothing else. You want to prohibit that kind of anomalous activity.”

Of the nine participants that don’t use distributed tracing, P1 shared “we’re not that far yet.” P2, a consultant,

explained that “normally by the time that’s really a problem, fortunately I’m out of there... I’m more involved

in the early few months of work. If you’re into that level of debugging, you’re normally months in or years and

something’s gone really wrong somewhere and you’re trying to figure out who broke it.” Finally, P3 explained “there

are some places that it got set up [but] I didn’t have too much experience with it. That was one of those [things]

if we had invested more time into it, we would have gotten more out of it. We just never really invested the time.”

3.4.6.0.3 Testing Practices We have 11 interpretable responses about testing practices with respect to

microservices. The most common tests are unit tests (9/11), integration tests (5/11), end-to-end tests (4/11), load

testing (4/11), and using a CI\CD pipeline (3/11). (Participants provided multiple answers, so our tallies add

up to more than eleven.)

Participants listed a wide variety of testing types and practices in addition to the ones listed above including

smoke tests, static code analysis, chaos testing, user acceptance testing, and so on. Even with an abundance of

available testing methods, some participants, including P9, “stick to testing the individual functionality of the

microservice.” Other participants aim to expand their testing practices as their company grows. For example,

P11, a consultant, shared “blue green canary deployments... those are things that we talked about but it doesn’t

happen there- [the companies are] not mature enough to do that.”

Two participants expressed dissatisfaction with the testing practices at their companies. For example, P3 shared

“where we could, we would do load testing, but I have yet to see a place that does that particularly well. It’s really

hard to mimic [production] load in any sort of staging environment. It’s really hard to mimic [production] data

in any sort of staging environment.” P5 explained that they use “end-to-end [testing], but for the product broadly,

[the tests are] incredibly flimsy. And they’re hard to write, so a lot of our microservices that we think are tested

are not tested.” In addition, P2 shared another testing challenge: “What do I do when I’m dependent on another

thing changing? That’s a great question and [I] still do not have a good answer for that.”

As a result of the challenges of testing microservice based applications, some participants shared a different

mindset about testing. For example, P3 explained, “at some point, in some places we cared less about testing

before the thing went out and more being able to very quickly un-break it when it does break.”
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3.4.7 Security

3.4.7.0.1 Security Practices We have 11 interpretable responses about security practices with respect to

microservices. Three themes emerged among the responses: exercising granular control over security (4/11),

encrypting communication (4/11), and having awareness of your attack surfaces (3/11).

Since microservices have well defined endpoints and boundaries, it is possible to have granular control over

the security of each endpoint. P5 explains “you can have really clear granular control, about which [services] can

communicate with which other [services]” and what the service is allowed to do. For example, “service A might have

some users that are only authorized for certain GET calls. And other services [are] authorized perhaps maybe to write

certain things, but it should not be able to ask questions of that thing. And then yet another service has the right to

write to a queue that that service will eventually pick up and do something with that, but doesn’t otherwise give any

knowledge of what’s there.” P7 echoed this sentiment by saying “you may have different trust boundaries on the

different services.” P3 explained that security efforts can be focused on certain aspects of a system, asking “do we need

to care about this? In many cases, no. Admitting logs to a log server like if you’re not logging sensitive information,

who cares? Sending billing data back and forth, like, I care a lot. So it depends on what bits you care about.”

In addition to focusing security efforts, participants pointed out that communication between services should be

secure. For example, P7 said “you have to deal with the network, so your network has to be secure.” P1 agreed that

“with microservices you’re typically having to encrypt and secure the communication between services themselves...

given the chatty-ness of them and the fact that they’re typically communicating over REST APIs, you need to

secure all of that. It’s handled typically, at least in my world, using sidecar injections and containers and so on.

” Not all participants agreed who should be responsible for communication encryption. P2 shared “the reality

is that nobody cares about security, they push it off to the... so I’m a security nerd. [But,] developers don’t care

about security... If your subnet can truly be trusted, [it’s] not an issue. But if you can’t and run into issues with

eavesdropping, this is something where having a service mesh can help basically encrypting those connections.” P6

explained “I would say some organizations can probably get away with less strict security practices, where if you’re

internal to their network, they don’t have to be as careful. They’re not encrypting the traffic. They’re not using

TLS because they’re assuming that everything’s locked down, all the hardware [it’s] running on is locked down

and no one else can access it. And if you’re in their network, you’re in their network, so it doesn’t really matter.”

With microservices, the number of externally available end points can have an impact on security. P8 shared

“if all your microservices are publicly exposed to the Internet, someone can enter that topology from any node”

which would make penetration testing more difficult as well as tracking down malicious actors. In addition, P4

explained “your attack surfaces [with microservices] look fundamentally different on some level.”

Participants shared that microservices can simplify security. For example, P9 said “it’s a lot easier to audit
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DSB - SN DSB -HR DSB -
MR

TrainTicket BookInfo MSuite TeaStore

Communication

Style Both Sync Sync Async Sync Both Sync

Topology

Cycles No No No No No No No

Service Bound-
aries

BUC, STO BUC, STO BUC, STO DF DF Three Tiers Performance

Service Reuse

Within an
Application

Yes Yes Yes Yes Yes No No

Across Applica-
tions

No No No No No No No

Storage In Some In Some In Some In Some In Some None Dedicated

Perf. &
Correctness

SLA for Mi-
croservices

Supported Supported Supported Supported Supported Supported Supported

Table 3.4: Additional design axes for microservice testbeds These new design axes were discovered after
conducting practitioner interviews. In some indicates that databases are included within some services, but is
not a separate services. Dedicated indicates that a separate service interfaces with all the databases, and exposes
an API for other services. BUC=Business Use Case, STO=Single Team Ownership, Three Tiers meant each
application is just three tiers deep.

your security concerns in a microservice architecture, just because you have to define each of your individual

dependencies.” Similarly, P11 said “from a microservices standpoint you would typically expect a higher level of

scrutiny of the code, because you have better visibility, things are more discrete.”

3.5 Recommendations and Analysis

The interview results we present in Section 3.4 illustrate that there are a series of gulfs between the assumptions

under which testbeds (§ 3.2.1) are designed and the expectations and needs of users and architects in production-level

microservice deployments. Following the key design considerations outlined in Table 3.3, we analyze the discrepancy

between testbeds and the systems they claim to represent, as well as providing guidance for creating a more

representative microservice testbed. We expand on the findings of newer design axes in Table 3.4.

3.5.1 Communication

We compare the design decisions that developers in industry make regarding communication protocol, style, or

language with the choices made by the testbeds. Overall, the testbeds encompass the wide range of options used
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by industry practitioners, but diverge in the finer design aspects of communication channels in microservices.

3.5.1.1 Protocol

The first decision that developers need to make regards the way services communicate with each other. Typically,

the entry point to a service will be using a REST API, as most microservices applications are accessed using

a browser or mobile application. REST APIs, however, lack the performance benefits offered by specific RPC

frameworks such as gRPC or Apache Thrift [56, 57, 58]. Using an RPC framework requires the application to

be more rigidly defined, reducing its resilience and adaptability.

Academic Testbeds: TrainTicket, BookInfo and TeaStore makes use of REST and DSB-SN, DSB-HR use Apache

Thrift, while µSuite, along with DSB-MR, use gRPC. No testbed uses more than one communication protocol.

Interview Summary: Even though all participants agree that their application contains both REST or RPC

in appropriate scenarios, 7/11 participants leaned towards REST for its robustness and ease of implementation.

Participants also indicate using a mixture of both these protocols, as some parts of the application might be more

latency sensitive.

Recommendation: There is a need for testbeds that have a mixture of REST and RPC protocol(s) within the

same application to replicate a section of the use cases seen in the industry. Choosing a communication protocol

has significant effects on latency, resource utilization, and other characteristics of the application [79, 80]. Thus,

an application with a mixture of these protocols would help us measure and mitigate effects of various protocols

on resource utilization, latency, etc.

3.5.1.2 Style

The style of communication impacts the performance of the application, with asynchronous services having higher

throughput than synchronous services [81, 82]. This increased performance comes with more complex faults, as

the requests might arrive out of order or get dropped in transit.

Academic Testbeds: The major communication channels between the services in testbeds are synchronous in

nature, with some testbeds having some services which process information asynchronously. DSB-HR, DSB-MR,

TeaStore, and BookInfo do not use any asynchronous communication in their architecture.

DSB-SN is the only DSB application with an asynchronous component that helps in populating the Write-

Home-Timeline service, which constructs the home timeline and stores in a cache. This makes use of message

queues for the asynchronous calls between services. TrainTicket is the only testbed that contains both asynchronous

REST calls and Message Queues. µSuite applications have two variants; synchronous and asynchronous as two

separate applications in the codebase.
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Interview Summary: Participant studies show two ways to implement asynchronous communication: asyn-

chronous requests between two services and using a message queue. The overall findings can be summarized by

a quote from Participant 5: “You certainly don’t want a scenario where somebody has to make multiple calls to

multiple services and all those calls are synchronous in a way that is hazardous and... I think folks are mindful

of this when they make broad designs, I think this starts to break down when folks are trying to make nuanced

updates within.” Asynchronous updates can also be a part of design choices arising from the requests originating

from within an application, a design choice we discovered during our conversations with practitioners.

Recommendations: There is a gap in understanding the impact on Asynchronous RPC calls in a synchronous

setting. This presents an opportunity for expanding the existing testbeds to include asychronity, particularly in

handling message queues. There is also a need for understanding the impact of periodic internal requests on the

performance and resource utilization of the application.

3.5.1.3 Majority Languages

We track the programming language used across testbeds and compare them to the languages our participants

reported for their applications.

Academic Testbeds: To make this comparison, we only look at the language that was used to write core

application logic. DSB-SN and DSB-MR are largely written in C++ as the core language, with Python being used for

testing the RPC channel, Lua for interfacing between external requests and internal applications, and C for workload

generation. DSB-HR is completely written in Golang. TrainTicket and BookInfo use 4 languages, Java, Javascript,

and Python being the common languages, with TrainTicket opting for Golang and BookInfo choosing Ruby as the

other language. In TrainTicket, the majority of the services are written using Java, whereas BookInfo has 4 services,

each of which is written in a different language. All the applications in µSuite are written in C++ and do not use any

other language. TeaStore is completely written using Java, with Javascript used in parts for integration purposes.

Interview Summary: While 75% the participants indicated using multiple languages for their applications, half

stuck with a few core languages for the majority of their services, and experimented with other languages based

on specific needs. The major reason for using a limited set of languages was to leverage the power of core libraries

which are available for those particular languages. Java, Python and C# are the most commonly used languages

of development among our participants’ organizations.

Recommendations: Overall, we find that the diversity of languages is similar across the industry and academic

testbeds. While some testbeds, such as TrainTicket, work with multiple languages using REST, there is a need

for benchmarking polyglot applications that make use of RPC communication mechanisms, as there is fluctuation

in performance and resource utilization between implementations of RPC mechanisms in different languages [83].
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This will help application developers make better decisions on the choice of language used to build a specific part

of an application.

3.5.2 Topology

Topology has a profound impact on individual requests’ response times and the overall latency of the application. We

compare the structure of microservice testbeds with microservice characteristics observed in actual implementations.

Overall, the large, intricate connectivity of microservice topologies (colloquially referred to as “Death Star graphs” due

to a resemblance to certain space stations) is not reflected in the capabilities of the benchmarks. Topology also has im-

pacts beyond application, where it can dictate the way in which software engineering teams are set up as well [84, 85] 5.

3.5.2.1 Number of Services

The number of services in a microservice-based application is based on the business domain and goals of the

organization. Participants had varying definitions for what constituted a service; however, for the testbeds, we

counted a single service to be a container that is deployed in production.

Academic Testbeds: µSuite, BookInfo and TeaStore have fewer than 10 services. DSB-SN, DSB-MR, DSB-HR

have 26, 30 and 17 services respectively, with scalability tests performed using multiple deployments of the existing

services. TrainTicket has 68 services in their testbed, and in the original work [37], they mention this not being

representative of the scale at which industry operates.

Interview Summary: Half of our participants’ organizations had worked with more than 50 services in their archi-

tecture, with the services split between multiple teams which were responsible for development and maintenance of

the services. One of the participants also shared that it was impossible to count the number of services in production,

as the number was not static; it changed periodically due to new services being added, breaking down existing services

to manage at least one load, deploying replicas of existing services, or deploying newer versions of existing services.

Recommendations: The number of services in testbeds do not represent the true scale of these applications.

This is evident from our survey data, as well as published reports which state that typical microservice deployments

include hundreds of services [37, 59, 86]. There is still no single testbed that mimics the scale of services in industry,

thus presenting an opportunity for an industry scale testbed for performing scalability and complexity studies.

3.5.2.2 Dependency Structure & Cycles

Understanding and emulating the dependency structures that define microservice topology is critical to provisioning,

tracing, and failure analysis. This is one of the areas of strongest mismatch between testbeds and actual use,

particularly in the presence of cycles.

5This is referred to as “Conway’s Law.”
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Academic Testbeds: All of the testbeds we studied follow a hierarchical topology, with requests originating

from outside the system. DSB-SN, DSB-HR, DSB-MR and TrainTicket have multiple requests for testing different

functionalities of the application, but the trace graph for each of these requests shows a hierarchical ordering of

services. µSuite has only one type of request, which goes through the three tiers of the application before returning

a result. BookInfo uses 3 versions of the Reviews service where the request might not reach ratings services in

1 version but is required in the other 2. TeaStore also has one request type originating externally, which goes

through all the services in a linear manner before returning a response. Because of their strict hierarchical models,

we assume no cycles can be present.

Interview Summary: Most of our participants reported that microservice architectures are not strictly hier-

archical, where the root node might be an API gateway with storage layer in the leaf node and other application

logic in between. They are more non-hierarchical, with some requests originating from within the system, and a few

have cyclic dependencies as well [59]. The participants that assumed hierarchy noted that their assumptions were

from lack of experience or exposure to non-hierarchical systems, indicating that the limited topology in academic

microservice work may be actively limiting them.

Recommendations: Existing testbeds are universally hierarchical in request processing, which does not represent

the majority of production systems we encountered. More accurate representation would enable researchers to

study and develop tools for a broader variety of realistic dependency structures. Moreover, there is an opportunity

for testbeds to include more flexibility in storage models, such that different caching configurations and privacy-

preserving data placements are easier to analyse. Finally, a key finding of our study is that the presence of cycles in

microservice architectures is a theme in industrial deployments (validated further in a recent study from Alibaba [59]),

but completely absent in existing testbeds. Along with hierarchy, testbeds also need to have cyclic dependencies

in order to study the effects of such dependencies on tools revolving around deployments, tracing, and scaling.

3.5.2.3 Service Boundaries

Given the modular nature of microservice architectures, there is a need for understanding the motivation behind

creating these service boundaries. We compare the motivations behind creating such boundaries in industry and

academic settings, and provide recommendations on the ways in which these gaps can be bridged.

Academic Testbeds: All the DeathStarBench applications have been demarcated using “Business Use Case”

and encouraging “Single Team Ownership”. TrainTicket and BookInfo have distinct functionality for each of the

services in their architecture, whereas TeaStore services are conceived to maximise the performance of the system.

In contrast to the industry practices, µSuite was built with three tiers as the basis for all microservice applications,

a design choice that is different from the industry practitioners.

Interview Summary: While the industry practitioners provided various responses for splitting service boundaries,
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the most common response was to split it based on Single Team Ownership, where each service is owned by a

single team in accordance with Conway’s Law [84]. They also talked about the dynamic aspect of microservices

where a single service can be decomposed into multiple services based on variety of factors specific to organizations.

New services can also be added due to expanding the feature set of a product. However, the caveat of spawning

multiple new services is that this adds communication overhead placed on the system, with new network calls

being made to various services.

Recommendations: Most of the existing testbeds are built as static communication graphs, but the industry

practitioners, and also the literature [87, 59, 86, 88, 89], tend to look at microservices as dynamic entities. Since the

testbeds are built with extensibility as a core design pillar, researchers can extend existing testbeds to accommodate

for newer services. This can be used for comparing the performance and resource utilization of the application

before and after the changes.

3.5.3 Service Reuse

Microservice architecture literature, and the testbeds derived therein, assume each service is built with loose

coupling and high cohesion in order to maximise service sharing and minimizing duplicate code. We compare the

extent of sharing of services between the industry implementations and academic testbeds.

3.5.3.1 Within an Application

Academic Testbeds: The testbeds are built with a principle of modularity, which is a core tenet of microservice

architecture. Applications in DeathStarBench (DSB-SN, DSB-MR, DSB-HR) and TrainTicket have a modular

design wherein a service can be accessed by other services based on the needs of each request. When looking

at each request chain that emerges in the traces, there is little overlap between the different services used for

processing different kinds of request.

Interview Summary: A third of the participants pointed out some level of sharing of existing services in their

architectures, noting sharing as one of the major benefits of the microservice architectures. Sharing of services

ranges from sharing key infrastructure services to large parts of application code.

Recommendations: Even though service sharing is portrayed in testbeds, the level of sharing does not entirely

match practices in industry. This can be fixed by creating new features which would use the existing services as

well as extending the current functionality of the testbeds.

3.5.3.2 Across Application

Academic Testbeds: Only DeathStarBench and µSuite have multiple applications which can be used for

analyzing the sharing of services across applications. When looking at their traces and the codebase, there is no
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overlap or reuse of services between their applications.

Interview Summary: The participants whose organizations had multiple applications indicated that they reuse

services between different applications as well. The extent of this ranged from sharing parts of the application

such as authentication to sharing critical infrastructure services such as logging.

Recommendations: Testbeds with multiple applications can be modified to share services among the different

applications for reuse between multiple services. Since the various applications have different access patterns, this

would help researchers study the effects of mixed application workloads on the performance and resource utilization

of services.

3.5.3.3 Storage

Academic Testbeds: All the testbeds currently have the storage layer in their leaf nodes, or towards the end of

the request chain. The testbeds, with the exception of µSuite applications, use a variety of persistent storage (both

SQL (MySQL) and NoSQL (Mongo)) for storing the data. µSuite applications do not make use of any persistent

storage, as the dataset to run the testbeds were stored as CSV files. DSB-SN, DSB-MR, DSB-HR, and µSuite

use a caching layer of memcached or redis to store the transient results for faster access. TeaStore has a specific

service which acts as as interface between the database and other services. This gives them the flexibility to swap

out the database without the application being affected.

Interview Summary: From our interviews, we did not get a consensus on a single kind of criteria for placement

of databases in Microservice architecture. Some organizations preferred having single database per microservice

for ease of maintenance, while others preferred this design only for critical services such as authentication. Many

participants preferred having shared databases, at least in non-critical parts of the application, with the exception

of one participant who mentioned always sharing the databases.

Recommendations: While placement of storage is subject to the design and use case of the application, the

testbeds do not have extensive sharing of databases with each other. The testbeds can be extended to explore the

design paradigm of database sharing where multiple services access the same data store for retrieving information.

This would be useful to explore, particularly in the context of privacy regulations such as GDPR [90, 91]. There is

also literature that has explored the field of caches for microservices, for example placing caches based on workloads

experienced by each service [92].

3.5.4 Evolvability

When evaluating the design in terms of production capabilities, we deployed each of the testbeds on machines

using the instructions provided in their repositories.
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3.5.4.1 Versioning Support

Academic Testbeds: Only BookInfo offers a single service with multiple versions which can be used for

evaluating versioning support. Similar to Adding Services, other testbeds provide avenues by which a researcher

could edit existing services and re-deploy as separate versions. TrainTicket, TeaStore and BookInfo use REST

which can be easily extended by writing another version of a service in any language and modifying the request

chain. The service can be deployed using Docker container and given a new REST API endpoint which is interfaced

with other services. DSB-SN and DSB-MR use Apache Thrift, while DSB-HR and µSuite make use of gRPC

as their communication protocol. Adding or removing versions of services is more complex in these cases as the

underlying code-generation file needs to be modified with updated dependencies, then application code must be

written for the newly generated service, which then must be deployed using Docker.

Interview Summary: The survey results indicate that managing versioning is a problem in active microservice

deployments and that there is no consensus on how to address it. Some engineers deploy new versions as a separate

service, and systematically fix the errors that occur because of these changes. Participants used existing methods

and tools to alleviate the problems that arise when having multiple services are running concurrently.

Recommendations: To catalyze academic research into the versioning problem, we recommend that testbeds

be extended to readily allow for multiple versions of the same service in order to help understand the effects on

performance.

3.5.5 Performance Analysis Support

3.5.5.1 SLA for Services

SLAs are used for comparing the necessary metrics of a service to ensure a promised level of performance, and

define a penalty if that level is not met.

Academic Testbeds: Existing testbeds can define SLAs, and resources can be allocated based on the traffic

experienced by the service. SLAs have been set on DeathStarBench [52, 48, 93, 49] and TrainTicket [52, 36], and

these papers tested various methods to scale resources for individual services. While FIRM[52] set a fine grained

SLA for each service, other works explored SLAs for the system as a whole.

Interview Summary: A majority of pariticpants had an SLA defined for their organization’s microservices and

used it for tracking the performance of their applications. Participants did not have strict SLAs for individual

services, but some used them internally for tracking performance regression.

Recommendations: While testbeds and follow-up research can represent systemwide SLAs, an ideal testbed

should also include support for fine grained SLAs for each service.



40

3.5.5.2 Distributed Tracing

Distributed tracing is used by developers to monitor each request or transaction as it goes through different services

in the application under observation. This enables them to identify bottlenecks and bugs, or track performance

regression in applications in order to identify and fix the bottlenecks in them.

Academic Testbeds: All testbeds except µSuite came with a built-in distributed tracing module, whereas

µSuite used eBPF for tracing the system calls made by the services. DSB-SN, DSB-HR, DSB-MR, TrainTicket

and TeaStore used Jaeger as the tool used for tracing, and BookInfo used generic OpenTracing tools for the same.

Interview Summary: Only a quarter of participants used distributed tracing in their applications, and their

techniques matched those used in the testbeds.

Recommendations: Given the fledgling adoption of distributed tracing in the production sphere, we recommend

testbed designers leave tracing modular and easy to experiment with, and, moreover, we highly recommend this

as a fruitful area for further study.

3.5.5.3 Testing Practices

Academic Testbeds: All the DeathStarBench testbeds have provisions to perform unit testing using a mock

Python Thrift Client which is used for testing individual services in the application. TrainTicket also has unit

testing on the individual services to check for correctness. FIRM [52] built a fault injector for DSB-SN and

TrainTicket to test fault detection algorithms on these testbeds. TeaStore has a built-in end-to-end testing module

for testing each service and the application as a whole. BookInfo and µSuite do not use any form of testing to

test the correctness of their applications. One can use a load testing tool such as wrk2[71] to perform load test

on all the testbeds except µSuite, as it uses gRPC for interfacing a frontend with a mid-tier microservice.

Interview Summary: While participants used Unit Testing to test individual components of the application,

there was no consensus on the testing methods and strategies to test microservice applications as a whole. Efficient

strategies for testing microservices was noted to be a pain point in various organizations, though there was an

awareness of the importance of testing.

Recommendations: There is some testing framework within existing testbeds, but it has not led to clear, translat-

able policy recommendations for production systems. The existing testbeds cover the need for performing unit tests

on individual services, but the tools for testing microservice applications as a whole is still lacking. Twitter’s Diffy [94]6

allowed developers to test multiple versions of the same application in production. Researchers could use extended

versions of these testbeds to implement and verify tooling around testing practices for microservices. We recommend

that future testbed designers build in fault injectors, which will ideally encourage more testing-focused future work.

6Diffy was archived on July 1 2020.
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3.5.6 Security

3.5.6.1 Security Practices

Academic Testbeds: DSB-SN, DSB-HR, and DSB-MR have encrypted communication channels by way of

offering TLS support in their deployments. TeaStore and BookInfo can be deployed using Istio Service Mesh which

can be configured to have encrypted communication channels between the services. TrainTicket and µSuite do

not offer encrypted communication channels. None of the testbeds offer granular control or provide avenues to

analyze the awareness of attack surfaces.

Interview Summary: The participants’ responses showed 3 major themes regarding security in microservices:

granular control, communication encryption, and attack surface awareness [74, 95]. The participants elaborated that

granular control would be realized by way of having access controls implemented for a service’s API to prevent attack-

ers from gaining access to the overall system even if one service is compromised. They also cautioned about exposing

too many services to the outside world, as each one would become an attack surface for entry into the application.

Recommendations: Apart from encrypting communication, the testbeds are not developed with security

considerations as a design choice. There is a need for research on the appropriate security practices for microservices,

both in terms of policy and the right tooling to achieve them. With the number of attack surfaces growing as

the service boundaries increase, there is a need for literature on threat assessment for microservice applications.

3.6 Conclusion

Over the course of our systematization work, we arrived at a few key insights. The first, primary takeaway is

that no extant benchmarks faithfully represent any of the production services that our participants had experience

with. Although this is unsurprising, because each testbed was originally designed to investigate specific, narrowly

defined questions, the lack of ready knowledge of the details of testbed limitations has given the community implicit

permission to use testbeds to form conclusions about systems that are increasingly complex. While we focus

on testbed mismatches, we encourage anyone investigating this area to also read the large body of microservice

literature that has tackled the individual topics we address [43, 31, 73].

We also learned some surprising characteristics of current microservices from our user studies. For instance, the

presence of cycles in operational, non-faulty production systems was unexpected, and indicates that the topologies

the community has studied for microservices have been unnecessarily limited by outdated assumptions. Another

surprising result was the overall lack of consensus between the members of our survey on simple questions such

as “how would you describe microservices?”. There was confusion between the role of microservices and shared

libraries, indicating a need for better characterization and definitions of these terms such that the correct questions
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are being asked about the correct systems. Finally, hybrid and transitional monolith-microservice architectures

were shockingly common in our interview cohort, which further muddles the definitions and roles in this space.
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Chapter 4

Meta’s Topology and Request Workflows

4.1 Overview

Understanding microservice architectures matters for practitioners building and operating these systems, for tool

developers designing debuggers and auto-scalers, and for researchers evaluating new techniques. But most knowledge

about production microservices comes from high-level descriptions or small-scale testbeds, neither of which captures

the true complexity of systems serving billions of users.

In this chapter, we characterize Meta’s microservice architecture using 22 months of internal data. Our analysis

reveals that production microservices defy common expectations. The topology is massive (12M+ instances, 180K

edges) and evolves organically, with thousands of services created and deprecated monthly. Some software entities

are fundamentally ill-suited to the microservice abstraction, using service identifiers in non-standard ways that

obscure their true complexity. Request workflows exhibit high variability: the same parent service may call different

children across executions, and concurrency patterns resist prediction from service names alone.

To understand these dynamics, we analyze both topological characteristics (Section 4.4): scale, growth, and the

prevalence of ill-fitting entities, and request-workflow characteristics (Section 4.5): size, depth, predictability, and

the extent to which traces capture complete executions. Our findings quantify the gap between simplified mental

models and production reality, informing practitioners about the complexity they should expect and motivating

more realistic benchmarks and robust observability techniques.

4.2 Toward characterizing Meta’s microservices

Figure 4.1 illustrates Meta’s microservice architecture. It is similar to other large-scale microservice architec-

tures [96, 2, 7, 1, 97], consisting of 1 (in Figure 4.1) a topology of interconnected, replicated software services

running in dozens of datacenters; 2 load balancers for distributing requests amongst service replicas; 3 an

observability framework for monitoring the topology and creating traces (graphs) of a sampled set of request

workflows; and 4 a globally-federated scheduler for running services on host machines within containers. A basic

assumption of Meta’s architecture (which may or may not be true for other organizations’ architectures) is that

business use case is a sufficient partitioning by which to define services, scale functionality, and observe behaviors.

The rest of this section motivates the value of studying the topology and request workflows, discusses limitations
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Figure 4.1: Meta’s microservice architecture and an example request workflow. The architecture
consists of many service instances distributed across many datacenters.

of previous studies, and fills in important details about Meta’s architecture relevant to our analyses. We conclude

by discussing the observability framework and the datasets generated from it that we use in our analyses. Given

the sparsity of information available about Meta’s microservice architecture, we err on the side of providing more

information than strictly needed.

How do applications use Meta’s microservice architecture? Customer applications, such as Instagram

or Facebook mobile, issue requests that are load balanced by DNS to specific datacenters and processed by a

subset of the architecture’s software services. Example requests include those to save photos or record reactions

to posts. Applications internal to Meta, such as dashboard or internal tools, use the architecture similarly. But,

their requests are load balanced via internal mechanisms, not DNS.

4.2.1 Topology: services & communication

Why study microservice topologies? We need to understand their complexity, factors that influence their

complexity, heterogeneity of constituent services, and the speed at which the topology changes. These characteristics

are important to inform tools that visualize the topology, learn models based on the topology, or make assumptions

about services’ homogeneity [98, 99, 100, 101].

Limitations of existing studies: Only Wen et al. [96] focuses on the microservice topology. The scale they

report for number of services is based on a sampled dataset of request workflows, which may not reflect the true

scale of their architecture. No existing study defines what constitutes a service or how their definition impacts

analyses of the topology (e.g., number of services and communication edges). Existing studies do not report on

how the topology evolves or the velocity of change [2, 102].
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Meta’s microservice topology: The topology is formed by many replicated software services ( in Fig-

ure 4.1) deployed across dozens of geographically-distributed datacenters along with their communication to process

application requests. (Replicas are typically called instances). We note that within the topology, the notion of

an application is ill-defined. Individual service instances may process work on behalf of multiple applications. They

may also issue requests with batched data from multiple applications to other service instances. The topology

evolves organically with no central coordination because development teams responsible for services have complete

control over how they are built and maintained.

Services: Services and endpoints ( in Figure 4.1) are defined in Chapter 2. At Meta, services are named by

their developers, and we use Service ID and service name interchangeably throughout this chapter.

Load-balancing & Communication: Requests to services are load balanced across their instances. Initially, a

datacenter load balancer, itself a service, load balances incoming application requests. Afterward, requests between

service instances are load balanced by a service-routing library [103] either linked to applications or to outbound

sidecar proxies. (Only some services use sidecars, e.g., when their runtimes do not support linking the routing

library directly). The routing library periodically communicates with a global service registry to discover services

and routes for their instances. Requests can be load balanced to instances within the same datacenter or to

instances in different datacenters. Only the datacenter load balancer is depicted in Figure 4.1.

Most services at Meta use two-way Thrift RPCs [104] for communication, with payloads serialized in Thrift

binary format. Many frontend and some backend services also expose numerous HTTP (REST and GraphQL)

endpoints; however, they do not have canonical names that we can use for our analyses. For this reason, we limit

the endpoint analysis only to Thrift RPCs reported in the dataset from the routing library.

4.2.2 Individual request workflows

Why study request workflows: We need to understand the dynamic nature of request workflows. Given a

single request execution, what will vary in subsequent executions versus what will remain stable? How much of

a statement can we make about other request executions after seeing one or a limited number of samples? Such

information is important to inform tools that predict performance, extract critical paths, and present aggregate

analyses of request workflows.

Limitations of existing studies: Luo et al. [2] present a way to predict the total number of services that

will be called at any hierarchical level of a request workflow. But, they do not discuss whether the number, set,

or concurrency level of services called by a specific parent can be predicted. Wen et al. [96] present the amount of

time children execute concurrently. Zhang, et al. [102] present distributions of the maximum number of concurrent
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services observed in workflows. But, neither discuss if information in request workflows can predict concurrency

or other workflow characteristics.

Request workflows at Meta: Requests from external applications originate at a datacenter load balancer.

This load balancer sends requests to instances of frontend services, which are entry points for executing request

business logic. There are several frontends at Meta serving different subsets of applications and each has many

instances. Frontends may call many services, which in turn may call other services. The resulting hierarchy

can be described as forming parent/child relationships. Request workflows for requests originating from internal

applications are similar, but originate at the first service that executes business logic on behalf of them.

The set of services involved in a request workflow depends on a number of factors including (but not limited

to) the business logic that must be executed on behalf of application requests and whether any requested data

is cached. On the other hand, the specific set of instances involved in a request workflow depends on the current

load and the load-balancing policy in use.

Sample request workflow: The arrows ( ) in Figure 4.1 show a request traversing a single datacenter. The

request first arrives to an instance of the datacenter load balancer, which routes it to an instance of a frontend

service, such as www. The request then traverses deeper into the topology to backend services.

4.3 Observability framework & datasets

Meta’s observability framework includes monitoring mechanisms for recording metrics, logging mechanisms for

recording various events, and a distributed-tracing infrastructure, Canopy[105], for recording graphs (called traces)

of request workflows. Data generated by the framework is retained for a limited time period to reduce storage

volume and due to policy. We describe Canopy in more detail below due to its criticality to observability of

microservices. We conclude with a description of the log-based and trace-based datasets we use for our analyses.

Canopy for recording request workflows: Canopy works similarly to most existing distributed-tracing infras-

tructures [106]. It provides APIs that developers use to define a request workflow and capture important information

about the workflow that should be recorded in traces. The former involves modifying services’ code to propagate per-

request context—e.g., request IDs and happens-before relationships—within and among the services involved in re-

quest execution. The latter involves adding trace points, similar to log messages, within source code. During runtime,

records of trace points executed by requests are annotated with request context and timestamps. Off of the critical

path of request execution, records with identical trace IDs are ordered by happens-before relationships to create traces.

Under the hood, Canopy’s implementation is similar to event-based tracing infrastructures [107, 108, 109].

However, the way developers instrument services and use the resulting traces is similar to span-based tracing

infrastructures [14, 110, 111]. Implementation: (1) Trace points are single events. Higher-level blocks demarcating
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Figure 4.2: Canopy’s tracing model.

various intervals (e.g., service executions, queuing time, or function executions) are constructed via annotations

added to them. (2) context is propagated on both request (forward) and response (reverse) paths, allowing points

to be ordered globally within and across services. Usage: (1) developers (typically) only add blocks denoting service

executions; (2) happens-before relationships are only established in the forward direction of context propagation,

meaning they identify parent/child relationships between blocks and not ordering between siblings; (3) causality

between sibling blocks is not explicitly captured via alternate mechanisms. It is impossible to tell whether siblings

that execute sequentially as per timestamps in one trace must execute sequentially in other traces.

We describe aspects of Canopy relevant to our workflow analyses. A key observation is that traces created

with Canopy may—by design—not capture all of a request’s workflow.

Effective trace model: Traces are graphs. Nodes are blocks (spans) indicating service execution and hierarchical

levels indicate parent/child relationships. Blocks include trace points indicating message send and receives. They may

contain additional points indicating other events of interest. Edges between points represent network communication.

Latent work started on behalf of a request after the response is returned to the client, such as data replication or

asynchronous notifications, may be recorded as additional points on the service block, or as a separate trace with a

link back to the originating request’s trace (similar to OpenTelemetry’s span links [112]). Service blocks automatically

record Service IDs and endpoint names for communication using Thrift RPCs [104]. Developers must manually

provide names for services that use custom communication methods. Figure 4.2 shows an example Canopy trace

originating at the www service. It has two children services. One of the children (Service B) also has a child (DB).

Streaming model for trace creation with timeout: A stream-processing framework [113] is used to construct

traces from trace-point records for subsequent post-processing, such as computing critical path or generating

end-to-end latency metrics. The framework accumulates trace events using a session window with a fixed gap

of inactivity [114]. Traces whose events have a gap in the arrival time larger than the session window would be

accumulated in more than one session, but only the first one would be used to trigger post-processing, which may

result in processing of partial traces.
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Dataset Description Format Retention Size Period Used

Service History Service deployment, lifetimes
& interservice communica-
tion

Service IDs deployed each
day

22 months 17 MB All

Service Endpoints Endpoints exposed by
services

Service ID endpoints
accessed each day

30 days 18.8
MB

1 day

Traces Distributed traces Canopy Trace Objects 30 days 13.1 PB 1 day (4.6 TB)

Table 4.1: Datasets used for analyses.

Per-service sampling profiles (policies) with rate limiting: Sampling profiles are unique to Canopy. They can

be attached to any service and indicate sampling policies to apply based on specific attributes of incoming requests.

Traces reflect the union of all sampling profiles that their corresponding requests encounter while executing. This

means that a request’s trace may start at a service deep in the topology, not recording prior services executed

by the request. Trace branches may end prematurely at services whose profiles chose to stop recording the rest

of the request’s workflow.

A policy specifies: (1) a set of conditions for when it is applicable, such as group of endpoints, (2) a sampling

method, (3) a maximum rate of trace data, measured over a sliding time window, beyond which additional traces will

not be captured, and (4) a verbosity level to decide which instrumentation to execute for requests. Sampling methods

may be random head-based sampling [110], in which requests are traced with a random probability, or adaptive

sampling [115], in which the sampling probability is periodically changed to achieve a target rate of trace throughput.

Inferred service blocks: These blocks represent services that prematurely ended trace branches, either because of

rate limiting or because they lacked tracing instrumentation. Inferred blocks are created during trace construction

using information in parent services’ message-send points. Inferred blocks may be named or unnamed. The former

will be the case when parent points contain the necessary naming information.

Datasets used for this paper: Table 4.1 shows the datasets we use. For our topological analyses, we use logs

describing service activity: history of deployments and deprecation, endpoints exposed by deployed services, and calls

made from/to deployed services. For the workflow analyses, we use distributed traces collected by Canopy. The log

data describes every deployed service, whereas traces are sampled using methods unique to Canopy, described above.

4.4 Topological Characteristics

We characterize Meta’s current microservice topology as well as how it has evolved. Our analyses of the current

topology uses the last (most recent) day of the Service History and Endpoints datasets (2022/12/21). Our historical

analyses use all 22-months of data available to us (2021/03/01 to 2022/12/21). We also use various dashboards

w/statistics about services. The main findings are summarized below.

Finding F1 (All subsections): Meta’s microservice topology contains three types of software entities that
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communicate within and amongst one another: (1) Those that represent a single, well-scoped business use case.

(2) Those that serve many different business cases, but which are deployed as a single service (often from a single

binary); (3) Those that are ill-suited to the microservice architecture’s expectations that business use case is a

sufficient partitioning on which to base scheduling, scaling, and routing decisions and to provide observability.

These latter entities use Service IDs in custom ways, obfuscating their true complexity.

Finding F2 (§4.4.2): The topology is very complex in its current state, containing over 12 million service

instances and over 180,000 communication edges between services. Individual services are mostly simple, exposing

just a few endpoints, but some are very complex, exposing 1000s or more endpoints. The overall topology of

connected services does not exhibit a power-law relationship typical of many large-scale networks. However, the

number of endpoints services expose does show a power-law relationship.

Finding F3 (§4.4.3): The topology has scaled rapidly, doubling in number of instances over the past 22

months. The rate of increase is driven by an increase in number of services (i.e., new functionality) rather than

increased replication of existing ones (i.e., additional instances). The topology sees daily fluctuations due to service

creations and deprecations.

4.4.1 Existence of ill-fitting software entities

We discovered several anomalous patterns in the structure of service IDs within both datasets. For example, we

found that on average, 60% of services observed on any single day of the 22-month period have Service IDs of

the form inference platform/model type {random number}. We found that these services all expose a small

number of endpoints with identical names. Meta’s engineers informed us that these Service IDs are generated

by a general-purpose platform for hosting per-tenant machine-learning models (called the Inference Platform). The

platform serves a single business use case—i.e., serving ML models—but many per-tenant use cases. Platform

engineers chose to deploy each tenant’s model under a separate Service ID so that each can be deployed and scaled

independently per the tenant’s requirements by the scheduler.

Following our discovery of the Inference Platform, we investigated the most frequent Service IDs and those

with the greatest number of service instances. We found two types of software entities that use Service IDs in

custom ways: (1) platforms, such as the Inference Platform, for which multi-tenancy is an additional dimension

that must be considered for scheduling, scaling, routing, or observability; (2) storage systems, which must take

into account data placement in addition to their business use case(s).

We found that some entities, such as the Inference Platform, appear as many services where each service is a

combination of the business use case and the additional dimension(s) of partitioning required. Other entities, such

as databases and other platforms, appear as a single service and provide their own scheduling and observability
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Figure 4.3: Service ID replication factors. The histogram is shown under the CDF. When the curves overlap,
the colors are blended together.

mechanisms. Both types of entities’ unique use of Service IDs masks their true complexity and skews service- and

endpoint-based analyses of microservice topologies (ours and likely previous studies [2, ?]).

There is no systematic way to identify these ill-fitting software entities at Meta. To illustrate how they may

affect Service ID-based analyses, we call out contributions by two entities that affect our results significantly. The

first is the Inference Platform, which inflates the number of services observed. The second is the ML Scheduler, a

scheduling platform for ML training jobs which chooses to appear as a single service and so inflates instance counts.

We collectively refer to them and their services as Ill-fitting services and all other services as Regular services.

4.4.2 Analysis of the current topology

Scale is measured in millions of instances: On 2022/12/21, the microservice topology contained 18,500 active

services and over 12 million service instances. Excluding the ill-fitting services, there are 7,400 services and 11.2

million instances.

The instance count is due to a few highly-replicated services: Figure 4.3 shows that the ill-fitting

services greatly skew instance counts. Notably, the ML scheduler is replicated over 270,000 times, 2.2% of all

instances. When these services are excluded, the median service’s replication factor is only eight and the 99th

percentile is 31,306. Frontend service www is the most replicated service (557,000 instances, 4.6% of all instances)

as it handles most incoming requests.

Services are sparsely interconnected: We construct the service dependency diagram by connecting services

that communicate with each other at least once with an edge. (Our dependency diagram is similar to that

constructed by OpenTelemetry or Jaeger, except that it is constructed from a portion of the Service History dataset

that captures communication between services, not raw traces.) There are 393,622 edges that connect services,

which is much smaller than a fully connected topology (18,5002 or 342 million edges).
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Figure 4.4: Service fan-in and fan-out.

Services are called by services more than they call other services: Continuing with the dependency

diagram, Figure 4.4 shows CDFs and statistics about services fan-in (# of services that call them) and fan-out

(# of services that they call) degrees. The median fan-in and fan-out are the same, but average and maximum

fan-in is larger than fan-outs (14 vs 12 and 14,084 vs 5,865). Excluding the ill-fitting services, by removing all

edges connected to ill-fitting services, decreases the median fan-in but increases the median fan-out. Excluding

the ill-fitting services also increases the 99.9 percentile and decreases the maximum fan-in and fan-out values.

We investigated the services that have the highest fan-in and fan-out degrees. The former is a vault server

storing credentials for use by other services. The latter is a service for querying hosts for arbitrary statistics. Both

are used heavily by ill-fitting services, constituting 78% and 91% of the vault service’s callers and the services

called by the stats service respectively. When ill-fitting services are excluded, two other services rise to the highest

fan-in and fan-out degrees respectively: a generic counting service used for various rate limiting mechanisms and

a frontend service for internal applications.

Most services are simple, exposing only a few endpoints: Figure 4.5 shows a CDF and statistics of

services’ endpoints. Most services do not expose many endpoints (median: 1, P99: 26) and excluding ill-fitting

services does not shift the statistics much. The service that exposes 11,359 endpoints is www, a frontend service

which is used for many business use cases. It is deployed as a single binary from a large, well-engineered codebase

that predates the microservice architecture.

Service complexity follows a power-law distribution: Service complexity, measured by number of unique
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Figure 4.5: Number of endpoints exposed by services.

endpoints in a service, follows a power law distribution (α=2.23, R2 =0.99), indicating that most services are

simple with a long tail of more complex services. The power law does not hold for other measures of complexity.

Despite there being a long tail of more complex services, the service dependency diagram does not follow a power

law distribution (R2=0.62). This means the services with more endpoints are not proportionally more connected

to the topology than services with fewer endpoints. While there are some highly replicated services, the overall

trend of instance counts does not follow a power law distribution either (R2=0.25).

Sixteen different languages used to write services: Services can be written in many programming

languages. There are currently 16 different programming languages in use at Meta, with the most popular being

Hack (a version of PHP), measured by lines of code. Other popular languages include: C++, Python, and Java,

with the rest forming a long tail.

4.4.3 Past growth & dynamism

The number of deployed service instances has almost doubled over the past 22 months: Figure 4.6

shows the percentage of deployed service instances each day as a percentage of the maximum value observed on

2022/12/21. We show different series for when all services are included, just the ill-fitting services, and only regular

services. The slope when all services are considered is s=0.052% per day (linear regression R2=0.95). The slope

when ill-fitting services are excluded is s=0.046% per day (R2=0.95).

The steady increase in instance counts reflects either an increase in hardware capacity over the time period

or an increase in utilization of existing hardware. It cannot be explained by changes in instance sizes as they have

remained mostly static.

Instances’ rate of increase is due to new business use cases rather than increased scale: Figure 4.7

shows unique services deployed each day as a fraction of the maximum value observed on 2022/11/03. Note that

the day with the maximum number of Service IDs is different from the day with the most instances. Almost all
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Figure 4.6: Total service instances over time.
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Figure 4.7: Service IDs over time.

variability is explained by the ill-fitting services, specifically the Inference Platform, which launches and terminates

services as per tenants’ demands. The daily increase in services when ill-fitting services are excluded (slope of

Regular Services series) is s=0.043% (R2 =0.98). It is almost identical to the daily increase in instance counts

when ill-fitting services are excluded, which was s=0.046% (slope of the Regular Services series in Figure 4.6).

Lots of churn in services, with both long-lived and ephemeral ones: Over the 22-month time period,

180,000 new Service IDs were deployed, 89.7% of which were deprecated at some point. Figure 4.8 shows the

number of services created and deprecated each day. Newly-created services are ones whose Service IDs were

not observed previously during the 22-month period, whereas deprecated ones are services whose Service IDs are

never observed again. For regular services, creation rates are slightly higher than deprecation rates. As expected,

ill-fitting services have high churn.

We also computed the percentage of services observed over the entire period that were deprecated in less than

one week (54% of ill-fitting Services, 7.7% of regular services) and the percentage that existed throughout the

22-month period (0% of ill-fitting services, 40% of regular services).
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Figure 4.8: Service ID creation & deprecation.

4.5 Request-workflow characteristics

We now analyze service-level properties of individual request workflows using traces collected by different profiles.

We first discuss traces’ general characteristics, such as size and width (§4.5.2). We then analyze whether specific

elements of a single trace predict properties of other traces representing the same high-level behavior(s) (§4.5.3-

§4.5.4). As with any large-scale tracing infrastructure, traces’ visibility into request workflows may be limited due

to dropped records, rate limiting, and non-instrumented services. We quantify the extent to which visibility into

traces is obscured as a result of these factors in §4.5.5.

Methodology: For all experiments, we use traces collected on 2022/12/21 from three profiles monitoring

important high-level business functionalities. Using a few profiles and a single day avoids factors that would

otherwise obscure the interpretability of our results: the effects of analyzing traces using many sampling policies

and code updates that change service behaviors. Focusing on important profiles increases the likelihood that traces

are representative of their workflows: the services they access are likely to propagate context accurately and use

descriptive Service IDs and endpoint names. Overall, we analyze 6.5 million traces representing 0.5% of traces

collected on 2022/12/21 by all Canopy profiles. Though we do not report them, we observed similar trends to

our results on different neighboring days to 2022/12/21 while refining our experiments.

For our predictability experiments, we conduct an ex-post-facto analysis of whether Ingress IDs, defined as

a combination of Service ID and ingress endpoint name, predict properties of their children across many traces.

We choose to use Ingress IDs because they are readily available in traces, are usually the primary means of

understanding trace behaviors, and are location-independent so do not require alignment of traces starting at

different (unknown) depths in the topology. We do not consider global characteristics of traces, such as size or width,

for prediction experiments as they are not guaranteed to be comparable due to rate limiting or dropped trace records.

In our predictability sections, we mean Ingress IDs when we refer to parents and children, as in ”unique children.”
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Figure 4.9: Trace Characteristics. Generic example trace showing attributes for a parent Ingress ID. Root
service is either www or RaaS. Inferred services are represented as blocks of a fixed length since they do not
contain notions of time or return edges. They are omitted from concurrency calculations.

We omit inferred calls (§4.3) from experiments that consider service names since names of inferred services

are often unknown. Also, we omit Ingress IDs found fewer than 30 times within a profile to allow meaningful

statistics to be calculated for the rest of the endpoints.

Our main findings are summarized below; we introduce the profiles afterward. Figure 4.9 describes the trace

properties we analyze and predict.

Finding F4 (§4.5.2): We measure traces with regard to the number of service blocks they contain (recall

from § 4.3 that a service block represents the time interval a service was executed; repeated invocations of the

same service appear as multiple service blocks.) Trace sizes vary depending on workflows’ high-level behaviors, but

most are small (containing only a few service blocks). Traces are generally wide (services call many other services),

and shallow in depth (length of caller/callee branches).

Finding F5 (§4.5.3-§4.5.4): Root Ingress IDs do not predict trace properties. At the level of parent/child

relationships, parents’ Ingress IDs are predictive of the set of children Ingress IDs the parent will call in at least

50% of executions. But, it is not very predictive of parents’ total number of RPC calls or concurrency among RPC

calls. Adding children sets’ Ingress IDs to parent Ingress IDs more accurately predicts concurrency of RPC calls.

Finding F6 (§4.5.5): We observe that many call paths in the traces are prematurely terminated due to rate

limiting, dropped records, or non-instrumented services. Few of these call paths can be reconstructed (those known to

terminate at databases) while the majority are unrecoverable. Deeper call paths are disproportionately terminated.

4.5.1 Profile details

Ads: This profile represents a traditional CRUD web application focusing on managing customers’ advertisements,

such as getting all advertisements belonging to a customer or updating an ad campaign parameters. The profile

captures traces from 56-related endpoints exposed by the www frontend service. There are 3.2 million traces over
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Figure 4.10: Trace Size. Service block counts per trace.

the single-day period. This profile’s sampling policy is random at 0.01% capped at 65 traces per second or 160

MB of trace data per minute.

Fetch: This profile represents deferred (asynchronous) work triggered by opening the notifications tab in

Meta’s client applications. Examples of work include updating the total tab badge count or retrieving the set

of notifications shown on the first page of the tab. It captures traces from 91-related endpoints exposed by the

www frontend service. There are 87,000 traces over the one-day period. This profile uses adaptive sampling with

a target rate of 1 trace per second, capped at 20 MB of data per minute.

RaaS (Ranking-as-a-Service): This profile represents ranking of items, such as posts in a user’s feed. The

RaaS sampling policy is applied to the RaaS service, a non-frontend service that is called by other services. As

a result, traces from this profile always represent only portions of request workflows. Of the workflows we analyze,

only those captured by Fetch call RaaS. Occasionally, a RaaS trace will be a portion of a Fetch trace, but such

occurrences are rare because both Fetch and RaaS profiles use low sampling probabilities that are independent

of each other. There are 3.3 million traces over the single-day period, from 4 different endpoints in RaaS. This

profile uses adaptive sampling with a target rate of 25 traces per second.

4.5.2 General trace characteristics

There is significant diversity in trace sizes: Figure 4.10 shows CDFs and statistics of the number of service

blocks in our traces. Traces collected by the Fetch profile are significantly larger than Ads and RaaS except at

the tail, where Ads traces are largest.

Traces are shallow and wide: Figure 4.11 shows the maximum call depth in service blocks of our traces start-

ing from trace roots (root is call depth 1). Figure 4.12 shows maximum trace width, which is the maximum number

of calls made by all services at any depth level. (For example, 3 service blocks at one depth making 3 calls each results

in a width of 9). We see that across all profiles, traces are much wider than deep: in Fetch profile the median depth is
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Figure 4.11: Call Depth. Max depth of service blocks per trace.
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Figure 4.12: Max Width. Maximum number of service calls at a single call depth within a trace.

4 vs. median width of 472, and P99 depth is 19 vs. P99 width of 7,800. We conclude that large traces are a result of

the number of calls made by services, not depth of calls. This can be partially explained by the widespread use of data

sharding where retrieving a collection of items requires fanning out requests across many storage service instances.

Service reuse within traces is high and occurs at many different call depths: Figure 4.13 shows CDFs

and statistics of the number of services visited within individual traces. Comparing with trace sizes (Figure 4.10),

traces generally contain more service blocks than unique services. At the median, traces visit between 1x (2/2),

42x (503/12), and 2x (4/2) more service blocks than unique services across Ads, Fetch, and RaaS respectively;

at P99 these ratios are 71x, 21x, and 810x respectively.

Most services are observed at more than one call depth in our profiles. We measured the number of call depths

at which each service was observed. The services in Ads traces have high rates of appearing at multiple depths

(median: 6, average: 7.3). Approximately 60% of Fetch and RaaS services are observed at multiple levels (median:

2, average: 2.6 for both profiles).
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Figure 4.13: Unique Services. Unique Service IDs in a trace.

Type Ads Fetch RaaS

All 421 127 72
Leaf 168 (39.9%) 63 (49.6%) 35 (48.6%)
Single relay 58 (13.8%) 21 (16.5%) 17 (23.6%)
Variable relay 195 (46.3%) 43 (33.9%) 20 (27.8%)

Table 4.2: Parent types. The distribution of parents of each type within each profile.

4.5.3 Predicting parent/child relationships

Parent Ingress IDs strongly predict whether services will have no children or only one child: Ta-

ble 4.2 shows that such services, defined as leaves and single relays, make up from 53 to 73 percent of service

executions in our profiles. We find that they are always databases or calls to databases.

Ingress IDs do not predict number of downstream calls: Parents that make one or more downstream

calls to children are called variable relays in Table 4.2, making up from 27 to 47 percent of Ingress IDs in our

profiles. Figure 4.14 shows that variable relays exhibit a wide distribution in the number of children calls they make.

Some Ingress IDs exhibit high variance in the number of children they call across different executions whereas

others have very little variance (but it is always non-zero).

Variability in number of children calls is due to database calls for Fetch and RaaS: We find that

at least 61.1% and 72.1% of these variable relays’ children calls are database accesses in Fetch and RaaS traces

respectively. For Ads traces, only 35.7% of children calls are database accesses.

There is a dominant set of unique children per parent: When we ignore number of calls, we find that

most single and variable relay parents call only a few children sets, where each set is defined as a combination

of unique children Ingress IDs within a given invocation of the parent Ingress ID. For example, one children set

may contain memcache+read and database+write, whereas another may contain key service+retrieve and

database+write. The average number of children sets called by a relay parent is 28 for Fetch & Ads and 12

for RaaS parents. Most parents have a dominant children set that they call in more than 50% of executions.
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Figure 4.14: Calls per parent. Boxplots are shown for every Fetch and RaaS variable relay. Due to limited
space, only the 50 variable relays with the greatest number of invocations are shown for Ads. Parent Ingress
IDs are sorted in descending order by total number of invocations. Boxplot boundaries indicate P25-P75 and
the horizontal line within boxes indicate medians. Lower and upper whiskers indicate the smallest/largest data
values within 1.5 IQR below/above P25/P75 and dots are outliers.

Specifically, 71.9%, 80.2%, and 81.6% of Fetch, Ads, and RaaS relays have dominant children sets.

Non-dominant children sets contain mainly one off children Ingress IDs and are not a superset of the parent’s

dominant children set. On average, only 27% of children Ingress IDs called by a parent are in most (¿50%) of

the parent’s children sets.

4.5.4 Predicting children’s concurrency

We define maximum concurrency as the maximum number of children calls executing concurrently by a parent

at any point in time in its execution. More formally, a set of concurrent calls St at time t is all children calls with
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tstart≤t<tend, where all timestamps are measured at the parent, and the maximum concurrency C is computed as:

C=max(|St|),∀t :tparentstart ≤t<t
parent
end (4.1)

We use a normalized measure of maximum concurrency, the concurrency rate, calculated as C/num children,

to allow comparisons across different executions of the same parent (different numbers of children may be called

in each execution) and to allow comparisons between different parents. num children refers to children that have

return edges and well-defined durations. We only consider variable relays since concurrency is ill-defined for leaves

and single relays.

Parent Ingress ID does not predict whether children will execute concurrently or sequentially:

Figure 4.15 shows boxplots of concurrency rates across executions for each parent Ingress ID observed in our traces.

We see that there is a mix of high and low variation in concurrency rate across Ingress IDs.

The combination of parent Ingress ID and children set more accurately predicts concurrency

rate: Figure 4.16 shows a CDF of the standard deviation in concurrency rate across all executions of parent Ingress

IDs. To understand if children set adds predictability value, we calculate the standard deviation for each parent’s

children set and average them to obtain a per-parent average. We plot this CDF of per-parent average. Intuitively,

if children sets provide value, the per-parent average should decrease whereas if they do not, the data points will

be randomly distributed and standard deviation will not decrease. Overall, we find that including children sets

shifts the distributions to the left. The shift is most pronounced at the median for Ads and Fetch: 0.13, 0.09 vs.

0.04 and 0.02. Adding children set does not provide value in the tail for Fetch and RaaS.

We speculate the reduction in standard deviation is because children belonging to the same children set

likely have well-defined control or data dependencies between each other. Reduction in variation due to control

dependencies may be a result of custom threading models for different code logic blocks in parents (each responsible

for a different behavior and thus children set). For data dependencies, consider the following examples. Children

sets containing different cache services may have no dependencies and thus may be able to execute concurrently.

In contrast, children sets comprised of a key server and a database service may have to execute sequentially:

credentials may be required to access the database.

Ingress ID + children set calls display a range of dependency relationships: We now quantify the

strength of dependencies within Ingress ID + children set’s calls. We use the maximum concurrency rate observed

across Ingress ID + children set executions as a indicator of dependency. A maximum concurrency rate of 1 implies

that there are no dependencies among children calls. A maximum observed concurrency rate of 0 builds confidence

that the children calls are dependent and must execute sequentially. Figure 4.17 shows the results. Overall, we

find that most Ingress ID + children set executions display weak dependencies (some concurrency) and there are
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Figure 4.15: Parent concurrency. Concurrency distribution for all invocations of a parent Ingress ID. Shows all
variable relays for Fetch & RaaS, and the top 50 in Ads by invocation count. Boxplots are interpreted identically
to figure 4.14.

a few strongly dependent (sequential) children sets.

4.5.5 Quantifying traces’ observability loss

Most prematurely terminated call paths are unrecoverable: We plot the percent of branches that terminate

prematurely (at an inferred service) at each call depth in our traces (Figure 4.18). Some branches terminate

prematurely due to internal rate-limiting at databases, which are usually leaves in the traces. The shaded area

in Figure 4.18 is the portion of inferred services that represent known databases. The distance between the curves

are unknown inferred services, which make up the majority of inferred services. Using trace data alone, we cannot

know what the unknown inferred services are (some may still be other databases we were not able to identify

reliably) or the shape of the workflow from that point on.
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Figure 4.16: Standard deviation in concurrency rate. Parent shows a CDF the standard deviation in
concurrency rates for all executions of a parent. Per-parent avg. children set shows the average standard deviation
per children set for each parent.

Non-uniform probability a branch is terminated: Deep branches are disproportionately prematurely

terminated. For RaaS traces, 80% of call paths that reach depth 3 are terminated with inferred nodes, none of

which were identified as databases. However, as the average trace depth for RaaS is only 2.3 (Figure 4.11), the

majority of RaaS traces are not affected by premature branch terminations. Similarly, Fetch and Ads traces are

shallow and prematurely terminated branches mainly occur beyond the average trace depth.

4.6 Implications and opportunities

Implications for microservice testbeds: Existing testbeds [4, 5, 45] represent only single applications, whereas

microservices within Meta serve many applications (§4.2.1). Previous studies state that existing open-source

testbeds’ topologies are lacking in scale compared to industrial microservices [2, 96]. Our results confirm these

results (Finding F2) and add the following dimensions to consider in future testbeds: heterogeneity of services,

churn, and growth. Specifically, we find that Meta’s microservice architecture contains a mix of software entities that

are deployed as services: complex ones that expose many endpoints and are likely more monolithic in nature, simple

ones that expose just a few, and ill-fitting ones that require support beyond which the microservice architecture

provides by default (Finding F1). We find that services are deployed and deprecated (at least) daily and that the

shape of the communication topology is constantly growing and changing (Finding F3).

Luo et al. [2] state that request workflows within existing testbeds are too static. Many service-level workflow

properties can be predicted from root endpoint alone. Our analyses show that future testbeds should include

concurrency, number of children, and set of children that are executed as dimensions of variability in request

workflows representing the same or similar high-level behaviors (Finding F5).

Implications for microservice tooling: Tools that use models of microservice topologies [98, 99, 100] should

assume that its constituent services are always changing and that the topology itself is highly-dynamic (Finding F3).
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Figure 4.17: Parent Ingress ID + children set max concurrency rate.

Periodic retraining may be necessary; mechanisms are needed to identify when predictions diverge from the ground

truth due to stale topological information.

Tools that aggregate request-workflow traces for performance predictions, diagnosis, or capacity planning [108,

101, 116, 117, 102] must assume that there is significant diversity in workflows originating from the same root

endpoints or groups of related root endpoints (Finding F5). Our studies show that many workflow properties can

be predicted when they are broken down into fundamental building blocks (parent/child relationships) (Finding F5),

perhaps a promising starting point for aggregation-based tools. However, capturing total orderings for entire

traces [101] or even individual services may not scale due to parent Ingress IDs initiating large number of RPCs

with high concurrency (§4.5.4).

Need for artificial microservice topology & workflow generators: Such generators are a necessity given

the infeasibility of creating microservice deployments outside of industrial settings. The sole existing workflow

generator [2] may be too specific to a single organizations’ microservice design (that number of children depends on



64

2.5 5.0 7.5 10.0 12.5 15.0 17.5
Call Depth

0

20

40

60

80

%
 in

fe
rre

d

Ads
Fetch
RaaS

Figure 4.18: Inferred Services. Percent of service calls that are inferred at each call depth. The shaded region
is the percent of inferred services that are known to be database calls.

depth in trace) and generates stochastic workflows that do not represent any single request. Research is needed to

identify: (1) which dimensions of microservice architectures are best explored in testbeds versus artificial topology or

workflow generators; (2) how to ensure these dimensions are representative of a variety of large-scale organizations’

characteristics. Our analysis shows that assuming topologies follow power-law relationships is insufficient for

modeling microservice topologies (Finding F2).

How to better incorporate ill-fitting software entities into microservice architecture? Ill-fitting

entities constitute a significant portion of Meta’s microservice topology. Key questions include: (1) Should in-

frastructure platforms provide richer interfaces to allow scheduling, scaling, and observability based on additional

dimensions rather than only one? (2) In cases where ill-fitting-entities use custom techniques, what mechanisms

are necessary to allow mapping them to standard service-level operations?

Naming & predicting missing elements of workflows: Our predictability results (Finding F5) indicate

that well-defined service and endpoint names are important for predicting local workflow properties. Almost all

tools that use distributed traces [108, 101, 116, 117, 102, 98, 99, 100, 118] assume descriptive names. But, naming

quality can vary considerably, especially for services that satisfy many business use cases and for microservice

architectures in which all instrumentation is done within proxies surrounding services [46]. Research into naming

schemas that allow different parts of service behaviors to be differentiated based on parts of the name (or attached

attributes) is needed. Research is also needed into how to automatically identify meaningful names and/or attributes

that differentiate important within-service behaviors, and whether missing observability data (Finding F6) can

be predicted based on other data already available.

Need for standardized methods to contrast different organizations’ microservice architectures:

Our original goal for this research was to compare characteristics of Meta’s microservice architecture with previous

studies of industrial microservice architectures. At 30,000 ft, we find that organizations’ architectures have similar
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architectural diagrams (Figure ??) and use custom versions of the same architectural components or open-source

versions [119, 14, 104]. Furthermore, similar to Meta, the traces used in Luo et al. [2] and Wen et al. [96] tend to

be small. Large traces are wider than deep, indicating common use of data sharding. We also find some differences.

Traces used in Zhang et al. [102] seem to be much deeper than those used in our analyses, perhaps due to their

domain-oriented microservice strategy [120].

Unfortunately, we found more detailed quantitative comparisons to be impossible due to divergent (or ill-

specified) definitions in previous studies and because different studies use custom measurement techniques specific

to their observability frameworks. With regard to comparing scale and complexity, previous studies do not define

the term service, describe individual service’s complexity, or describe number of communication edges between

services, or service instances. For request-workflow-based analyses, these studies do not identify tracing sampling

rates and mechanisms, whether traces capture all of request workflows or only parts or whether dropped records

or rate limiting impact their analyses. Similar to rich research into Internet measurement [121], we need to develop

rich, well-accepted methodologies for collecting data about microservice architectures to understand and systematize

similarities and differences across them.
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Chapter 5

Alibaba’s Trace Data Quality

5.1 Overview

Distributed tracing is the primary tool for understanding how requests flow through microservice architectures.

Practitioners use traces to debug performance issues, identify bottlenecks, and build automated management tools.

Researchers use public trace datasets to develop and evaluate new techniques. But what happens when the trace

data itself is unreliable?

In this chapter, we examine Alibaba’s publicly-released trace datasets, 12 hours of data from 2021 and 13 days

from 2022[122, 123], which have been widely used by the research community [8, 124, 9, 125]. Our analysis reveals

pervasive data quality issues: 99.48% of traces in the 2021 dataset and 85.77% in the 2022 dataset violate at least

one of Alibaba’s stated specifications. Inconsistencies include missing rows, contradictory field values, and context-

propagation errors where services fail to correctly increment call identifiers. Naive trace reconstruction following

the stated specifications produces smaller, disconnected graphs that misrepresent the original request workflows.

To address these issues, we develop casper, a reconstruction tool that exploits hidden redundancies in the

data model to recover from both data loss and context-propagation errors. Section 5.2 describes the dataset format

and construction process. Section 5.3 catalogs the inconsistencies we discovered and their root causes. Section 5.4

presents casper’s reconstruction algorithms, and Section 5.5 evaluates their effectiveness, recovering traces that

are 1.14–2.71× larger, 1.22–1.32× deeper, and increasing the fraction of fully-connected traces from 58% to 84%.

These findings have implications beyond this specific dataset: they demonstrate that trace data quality cannot

be assumed, and that tools built on traces must account for incomplete and inconsistent inputs.

5.2 Alibaba microservice datasets

This section describes the Alibaba datasets’ tabular format and the specifications describing traces that are

stored within in them (§5.2.1). We also describe how traces can be constructed from the tabular data using the

specifications (§5.2.1). §?? discusses how the datasets are inconsistent from the specifications and their impact

on traces constructed assuming consistency.

We start with a brief description of Alibaba’s distributed-tracing infrastructure, which was responsible for
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capturing the traces. Please see Luo et al. [2] and the datasets READMEs [122, 123] for a more detailed description

of the tracing infrastructure and the datasets respectively.

Alibaba’s distributed-tracing infrastructure for capturing request-workflow traces: Like most

distributed-tracing infrastructures [14, 105, 110], Alibaba’s infrastructure works by propagating context with

requests’ execution. For Alibaba, context includes a per-request unique ID (traceid) and a per-call path unique ID

(called the rpcid). The traceid uniquely identifies calls made on behalf of a single request. The rpcid uniquely

identifies calls and their depth within the trace call graph. It is specified as a series of delimiter ’.’ + IDs. Each

service adds a delimiter and adds a unique ID before calling a downstream service. The number of delimiters is equal

to the depth of the call. When requests execute log messages, records of them are enriched with context and stored in

long-term storage. The trace datasets are comprised of the subset of these logs indicating caller/callee relationships.

5.2.1 Tabular format & storage specifications

Format: Figure 5.1a shows a simplified version of the tabular format, which is largely the same for both datasets.

It also shows the graph representation of the trace in Figure 5.1b. Various columns provide information needed

to create the trace topology (nodes and edges) and add annotations. Rows represent log messages or edges of the

trace graph—i.e., communication calls between an upstream service (caller) and downstream service (callee). Up

to two rows may correspond to a single communication call.

Specifications: The traceid, rpcid, um, and dm columns encode traces’ topological information. The first

three fields are propagated in context as described above. For a given call the um and dm fields identify the

corresponding upstream service (caller) and downstream service (callee).

The remaining columns are used to annotate trace nodes or edges. We discuss only ones relevant to our analyses.

The rpctype column describes the protocol used for a given call. It can be either RPC, HTTP, mc (Memcache), mq

(Message queue), or db (database). The rt column describes the call’s response time and ts denotes a timestamp

indicating when the row was recorded by a service. There are two rows for each RPC and HTTP-based call. The first

Topology Annotations

ts traceid rpcid um dm rpctype rt

166370 1 0 A B http 8
166374 1 0 A B http -7
166376 1 0.1 B C db 0
166372 1 0.2 B D mc 0

(a) An encoded trace in tabular form

0

0.1 0.2

Legend
Call

Microservice

0.1 rpcid

A

B

DC
(b) Corresponding constructed trace

Figure 5.1: A trace in tabular form & its constructed version. Not all annotations are shown in the tabular
version. Annotations are omitted from the graph. Table follows the 2021 data format.
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row records the end-to-end response time as measured by the upstream service. The second row records the processing

time of the request within the downstream service—i.e., the latency between receiving the request and sending a reply.

Differences between 2021 and 2022 datasets In the 2021 dataset, the row corresponding to end-to-end latency

records a positive response time whereas the row corresponding to downstream processing records a negative

one [122]. Both response-time values are positive in the 2022 dataset [123]. The 2022 dataset includes additional

annotation fields.

5.2.2 Constructing traces

The construction process described below is general to accommodate traces that start at any arbitrary point

of request workflows’ execution (i.e., not necessarily at frontend services where workflows typically originate).

Responses to questions about the datasets from Alibaba indicate such intermediate starting points are possible [126].

Figure 5.1b shows the trace that would be constructed from the tabular data in Table 5.1a.

To build a trace: 1) Extract all rows of the table with the same traceid. 2) Group rows with the same rpcid

together as they represent the same call. 2) Find roots, which are named by the um or dm field of calls with the

fewest number of ’.’ delimiters in their rpcid values. The UM is the root if it is defined, else dm is the root.

The former accommodates intermediate starting points and the latter frontends. 3) Find calls made by roots,

which have the same rpcid prefix as roots with one extra ’.’ delimiter, and attach their dm values as children.

4) Repeat step 3 recursively for all leaves in the trace until there are no remaining calls left. Nodes and edges

can be optionally annotated during this process.

5.3 Trace Inconsistencies

We identified four types of inconsistencies in the Alibaba trace datasets that invalidate the assumptions mentioned

in §??. We found these inconsistencies to be prevalent within the datasets with almost all traces having at least

one inconsistency. For the remainder of this section, we discuss inconsistencies within the context of a single trace.

We focus mainly on the 2021 trace dataset since it has higher error rates, but all inconsistencies discussed were

also observed in the 2022 dataset.

Analysis of Alibaba’s responses to questions about the datasets [127, 128, 129] indicate that these inconsistencies

are explained by data loss and context-propagation errors (CPEs). Data loss results in rows being dropped or

fields in rows missing values. Context propagation errors occur when a user does not correctly increment the

rpcid, assigning the same rpcid to many calls. This non-unique rpcid is propagated downstream, resulting in

downstream calls also having non-unique rpcids. The last subsection (§5.3.5) gives an example on how many

of these inconsistencies may arise given a context propagation error.
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Inconsistency 2021 2022

Missing duplicate row 99.48% 85.77%
Missing rpcid 35.23% 11.42%

Unexpected row 30.16% 6.86%

Contradicting um 33% 7.94%
Contradicting dm 26.84% 2.56%

Missing value 94.2% 67.05%

Table 5.1: Inconsistency frequencies. The portion of traces that have at least once occurrence of each
inconsistency.

Table 5.1 lists the percentage of unique traces affected by each inconsistency. We next describe each inconsistency

in detail.

5.3.1 Missing rows

There are many missing rows in the trace datasets. We categorize missing rows into two groups: missing duplicate

rows and missing rpcids. The duplicate row (i.e. the call or reply) for two-way communication (http or rpc) is

often missing, leaving only one row with either a positive or negative rt value. Most traces are missing a duplicate

row in both datasets.

A missing rpcid is defined to be when we are missing all rows for a rpcid. Since rpcids encode topological

information about the request workflow, we know all rows for a rpcid are missing when we are missing a rpcid

that is ancestrally between two captured rpcids and is needed to form a call path. We call these missing rpcids

internal rpcids (since they are internal nodes in a call graph). A trace may have missing rows before the smallest

rpcid or after the largest rpcid, but there is no way to detect this.

Example: Table 5.2 gives an example of a missing row and rpcid. We are missing the negative rt row for

the http request 0.2. Additionally, we are missing all rows for the rpcid 0.2.1, which is the connection between

0.2 and 0.2.1.1.

Implication: Missing duplicate rows does not impact the shape of the trace since the remaining row contains the

call path information. We only lose the rt for one direction of communication. When we are missing rpcids in a

rpcid um dm rpctype rt

0.2 A B http +
0.2.1.1 C D db +

Table 5.2: Missing rpcids. The rpcid 0.2.1 is missing from the table since it’s needed to connect 0.2 and 0.2.1.1.
Additionally, a duplicate row is missing for the http request 0.2.
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rpcid um dm rpctype rt

0.3 A B http +/-
0.3.1 B C rpc +/-
0.3.1 B C rpc +/-
0.3.1 B D mq +
0.3.1.1 C E mq +

Table 5.3: Unexpected rows. rpcid 0.3.1 is repeated above the expected threshold for the rpctype. +/- rt

is used to indicate we have both the positive and negative rows.
trace, naive rebuilding (using the assumptions outlined in §??) would result in a disconnected trace, under-counting

the number of calls and not preserving the true topology.

How to address the inconsistency: Data loss causes us to lose rows, which can present as either a missing

duplicate row or a missing rpcid. We can use redundant information about the structure of a trace in the rpcids

to replace missing internal rpcids, when it’s available. For example, in Table 5.2, the missing rpcid 0.2.1 should

have um B and dm C to form a valid call path.

5.3.2 Additional unexpected rows

As described in Section ??, rpcids are assumed to be unique for each call in the system. We expect to see one

row per message sent; for two-way communication, there should be two rows (call & reply) and for one-way

communication there should be one row. Additionally, when we have a reply row for an rpcid, all structural

information (e.g. um, dm, rpctype) should be identical since it references a single call. Despite this assumption,

we often see additional rows past these thresholds for a single rpcid. In the 2021 traces, 42.18% of traces have

at least one rpcid with unexpected rows.

Example: Table 5.3 shows an example of additional unexpected rows where 0.3.1 is repeated many times. We

have four rows to dm C (counting both the + and - rt rows) and one row to dm D.

Implication: The assumption that rpcids are unique is invalidated and rebuilding the trace näıvely would

under-count the number of unique calls. Additionally, when there are multiple um, dm pairs, it’s not clear which

should be used for the rpcid.

How to address the inconsistency Additional unexpected rows are caused by context propagation errors (CPEs),

where the user of the tracing infrastructure did not increment the rpcid for each unique call. This appears in

the table as additional rows with the same rpcid and um, but potentially different dms. In Table 5.3, the CPE

originates from service B, which makes at least two calls to service C and one to D. The non-unique rpcids are

passed downstream, creating more non-unique rpcids (and call paths) further downstream. For example, 0.3.1.1

(in Table 5.3) has um C, but we do not know which of B’s calls to C made the subsequent call to E.
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rpcid um dm rpctype rt

0.3.1.1 C E mq +
0.3.1.1 D F mq +

Table 5.4: Contradicting values.

5.3.3 Contradicting Values

There are inconsistencies in the datasets where rows that should contain identical values have conflicting values

(e.g. the two rows corresponding to the call and reply for a two-way communication call should have the same

um and dm). We categorize contradicting values into two groups: contradicting dms are when all rows with a um

has multiple dms and contradicting ums are when one or more of the ums for an rpcid don’t match the upstream

call’s dm (i.e. not forming a valid call path). Contradicting ums are independent of the dm value. A single rpcid

can have both types of contradicting values in their rows. A large portion of the 2021 traces (26%) have at least

one rpcid with contradicting dm values and 37% of the traces have contradicting ums.

Example: Table 5.4 shows two rows for rpcid 0.3.1.1. There is conflicting um and dm information in the two rows.

Since there are multiple um values, at least one of the rows may not connect upstream resulting in an invalid path.

Implication: Näıvely rebuilding trace with contradicting values could create invalid call paths, depending on

which row’s information is added to the trace topology. Since each unique rpcid is assumed to have one um and

one dm, näıvely rebuilding would not check for this inconsistency.

How to address the inconsistency Contradicting values are the result of context propagation errors. Contradicting

dms appear when the user does not increment the rpcid when making calls to different downstream services. Upon

cursory inspection, we found contradicting ums are either downstream from CPEs or seem to have an incorrect rpcid

that could be remedied by adding a ’.’ followed by an integer to connect the call one level downstream. We can use

redundant information about the call paths to help determine accurate ums and dms (or if the rpcid is not unique).

5.3.4 Missing Values

Many values in the datasets are missing or contain ’(?)’/UNKNOWN as the value. In fact, most traces in both

datasets contain at least one missing um or dm value (94.2% and 69%).

Implication: Näıvely rebuilding traces with missing values misses opportunities to uncover the true value,

resulting in skewed metrics about the frequency of specific microservices.

How to address the inconsistency Missing values are the result of data loss, which is not uncommon in large

distributed systems. For two-way communication, there is often a duplicate row for the rpcid which contains the

missing information. If there is no duplicate row, these missing values can be recovered using call path information

from an upstream or downstream call.
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5.3.5 Combination of inconsistencies

Context propagation errors (CPE) often show up as a combination of the inconsistencies. We always see unexpected

rows for CPEs, but this is typically combined with contradicting values. For example Table 5.3 showed both dm

values C and D, which are contradicting.

Downstream from CPEs, the same rpcid is used as a seed for downstream calls. In the Table 5.3 example,

0.3.1 is the seed rpcid for all downstream calls made from C and D. If we added an additional row to this example

with rpcid 0.3.1.1.1, um X and dm Y, we would have a contradicting path (since X is not the same as upstream

call 0.3.1.1’s dm E). To make things more complicated, the contradicting path inconsistency would no longer exist

if we assumed we were missing its’ upstream rpcid (which could have dm X). The point here is that CPEs cause

many inconsistencies since they invalidate the assumption that rpcids are unique. This makes it challenging (and

sometimes impossible) to decipher the trace topology.

5.4 casper

We introduce casper, which aims to create the largest accurate request workflow topologies. Building on the

intuition in §??, we discuss which inconsistencies can be circumvented (e.g., are recoverable), and how to recover

from them (§5.4.1). We also discuss when inconsistencies are not recoverable (§5.4.2). We then present casper’s

algorithm for rebuilding the traces (§5.4.3). We conclude with limitations of our approach (§5.4.4). Casper is

implemented in 711 lines of Python code. It takes as input all rows for a trace and outputs the constructed trace

in Alibaba tabular or OpenTelemetry JSON [14] format.

5.4.1 Recoverable inconsistencies

5.4.1.1 Data loss

Missing internal calls: Observing missing internal calls due to data loss, we can determine the exact number

of missing calls on the call path using the rpcid structure. We find the call that is missing its upstream call and

recursively drop the trailing ’.’ from the rpcid until we reach an existing rpcid. Each new rpcid we create by

dropping a ’.’ becomes a call in the trace.

Example: In figure 5.2, (1) shows how rpcids 0.1.1 and 0.1.1.1 are added to the trace to fill the hole between

the existing rpcids.

Missing values captured in redundant rows: We use information captured in duplicate rows or through

call paths to fill in missing ums and dms.

Example: In figure 5.2, (2) shows a recovered (missing) rpcid 0.2.1, which was added to connect the existing
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rpcids. In table format, we can refill 0.2.1’s um with dm B (from its upstream call) and dm C (from its downstream

call).

5.4.1.2 Context propagation errors (unique paths)

Context propagation errors (CPEs) can be fixed at the source: As stated in §??, a CPE originates from

a service which incorrectly uses the same rpcid for different calls. We call a CPE’s origin the source of the error.

By differentiating each rpcid, we can always rebuild the trace structure at the source of a CPE.

First, we calculate the number of unique calls that were incorrectly assigned the same rpcid. The 2021 traces

and 2022 traces use rts differently, so we handle each case independently. The 2021 traces use negative rts

for reply rows. When the rt is below a certain threshold, it is rounded down to 0 (both for the call and reply

edges). The call rt includes the child execution time plus the network latency while the reply rt is only the child

execution time, so the reply edges must have a rt less than or equal to the call rt. We use these characteristics to

calculate the number of calls for a given rpctype to each dm. For one-way communication, the rt values should

all be positive (mostly 0), so the number of calls is equivalent to the number of rows.

For two-way communication in the 2021 dataset, we calculate number of calls as follows:

num fast calls=b(rt==0)

2
c

extra fast row=(rt==0)%2

num slow calls=max(−rt,abs(+rt−extra fast row))

num calls to DM=num fast calls+num slow calls

(5.1)

-rt is the number of rows with negative response times and +rt is the number of rows with non-zero positive

response times. Since two-way communication should have one positive and one negative row, where the negative

row could be 0, we get the minimum number of unique calls if we maximize the number of +/- pairs made.

num fast calls counts the pairs of rows with 0 rt. extra fast row is 1 if there is an odd number of rows with

0 rt. We try to pair any leftover 0 rt rows with +rt rows. num slow calls tries to match the 0 rt row with a

positive rt row (taking the absolute value when there are no positive rt rows), and then counts the pairs between

the remaining + rt rows and - rt rows. Taking the max gives us the total number of pairs and the remaining

unpaired rows. Finally, we add the fast and slow calls to get the total number.

The 2022 traces only have positive rts, the number of calls is calculated by:

num calls to DM=ceiling(rt/2) (5.2)
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Figure 5.2: CASPER example trace. Regions of the trace that are corrected are highlighted in yellow and
regions that are fundamentally unfixable are highlighted in red.

for two-way communication calls (and is the number of rows for one-way communication).

Since we can always be missing rows, the true number of unique calls is unknown. These calculations determine

the minimum number of unique calls.

Using the minimum number of calls to each dm, we can fix the topology at the source of a CPE. We do this

by updating the rpcids to be unique for each call. We modify the rpcids to be of the form rpcid−DM−i where

i is between 1 and the minimum number of calls to the dm.

Example: In figure 5.2, (3) shows how the rpcids are updated to be unique for a CPE. The tabular version

of this data (table 5.3) has five rows for the rpcid 0.3.1. We calculate that there are two calls to C and one to

D. We update the rpcids to be: 0.3.1-C-1, 0.3.1-C-2, and 0.3.1-D-1.

Unique call paths downstream from CPEs: When there is only one call to a dm at the source of a CPE,

there is a possibility that we can rebuild the trace downstream from this service. If there are multiple calls to a

dm, we cannot determine which instance of the dm made which downstream calls.

All downstream rpcids from CPEs are not assumed to be unique because they share a non-unique rpcid

in their ancestry. As a result, we can only rely on the call depth information from rpcids as being accurate. We

can use um and dm information to rebuild call paths downstream from CPEs when the call path is 1) unique (i.e.
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the chain of um, dm, and call depth information forms a single valid call path) and 2) complete (there is no data

loss or unknown values in the call path).

Example: In figure 5.2, (5) shows a unique path downstream from a CPE that we can connect to the trace.

Table 5.4 shows the tabular version of this portion of the trace, where there is a row for 0.3.1.1 with um D,

connecting to the single D node in the trace. We update the rpcid to be unique by changing its non-unique

ancestor to be unique (e.g. 0.3.1.1→ 0.3.1-D-1.1).

5.4.2 Unrecoverable inconsistencies

5.4.2.1 Data loss

Data loss that has no redundancies: Most instances of data loss have redundancies in the dataset. However,

there are some instances where there are no redundancies and the data is unrecoverable. For example, when

sequential rpcids are missing, not all um and dm information is recoverable.

Example: In figure 5.2, (1) shows that we are able to recover the missing rpcids 0.1.1 and 0.1.1.1, but we

cannot determine the service name for the additional node.

5.4.2.2 Context propagation errors (non-unique paths)

Non-unique call paths downstream from CPEs: We cannot remedy calls downstream from CPEs when they

do not form unique call path. In the presence of data loss, it is fundamentally not possible to replace the missing

calls since we cannot determine a unique ancestry to reconnect via. When we have missing um or dm values, they

are not recoverable since there are often many unique possible values.

Example: In figure 5.2, (4) shows how the rpcid 0.3.1.1 (from table 5.3) cannot be uniquely connected to the

trace. Since we cannot definitively connect this edge to the existing trace, we remove it and all rows downstream

from it. Figure 5.2 (6), which visually represents the data in table 5.5, is affected by data loss. We are missing

a row for the rpcid 0.3.1.1.1, which is needed to determine if the node X connects uniquely to the trace via the

node F or non-uniquely to the trace via node E.

Conflicting paths, where the um does not connect upstream: As described in section 5.3.3, conflicting

ums have a special case where they are not downstream from a CPE. In this case, there is only one service upstream.

Any rows with ums that do not match the upstream’s dm are dropped as they form invalid call paths.

5.4.3 casper algorithm

The casper algorithm performs a best case reconstruction of the trace topologies and guarantees that the edges

in the resulting graphs are accurate. We keep track of the number of unrecoverable rpcids that are omitted from
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the traces. casper begins with general preprocessing of the data including filling missing values with duplicate

rows. The meat of the program is in handling data loss and CPEs, which is outlined below.

At a high-level, casper performs a breadth first search (BFS) traversal over the rpcids in each trace. When

it identifies data loss upstream from a rpcid, it recursively fills in missing calls until it connects upstream. When

it identifies a CPE, it fixes the error at the source and attempts to reconstruct the rpcids downstream from the

CPE (algorithm 2) before returning to the BFS traversal (algorithm 1).

Algorithm 1 casper algorithm for a single trace

1: rpcids←BFS sorted rpcids for this trace
2: root rpcids←allroots
3: for rpcid in rpcids do
4: upstream rpcid = rpcid.rsplit(′.′,1)[0];
5: if Data loss then
6: while upstream rpcid not in trace do ‘
7: Add edge for upstream rpcid;
8: upstream rpcid← next upstream rpcid;
9: end while

10: end if
11: if Context propagation error then
12: DMs← unique DMs for rpcid;
13: for DM in DMs do
14: min calls to DM←max(R+,R−);
15: for i in min calls to DM do
16: Add edge for rpcid DM i;
17: end for
18: end for
19: Rebuild downstream CP rpcids (Alg 2);
20: end ifAdd edge for rpcid;
21: end for

For each trace, casper is initialized by sorting the rpcids in BFS order and identifying all root rpcids, which

have no upstream rpcids (alg 1, lines 1–2). It then iterates over the rpcids in BFS order from each root and

performs:

1. Check for data loss: if the rpcid is not a root, drop the trailing ’.’ and check for a upstream rpcid (alg 1,

lines 4–5).

(a) If the upstream rpcid does not exist, recursively add calls (with um/dm values when possible) until we

connect to the trace (alg 1, lines 6–9).

rpcid um dm rpctype rt

0.3.1.1.1.1 X Y db +
0.3.1.1.1.2 X Z db +

Table 5.5: Unrecoverable call paths downstream from CPE, affected by data loss.
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2. Check for CPE: Calculate the minimum number of calls made by this rpcid. If there are more than the

expected number of rows (alg 1, line 11):

(a) Extract the list of unique dms called by the um. For each dm, calculate the number of calls to the dm.

Create a unique rpcid for each call to the dm of the form rpcid=rpcid−dm−i where i ranges from

1 to the number of call (alg 1, lines 12–18).

(b) Extract all rpcids downstream from the CPE and rebuild independently. These rows have different

assumptions (i.e. that the rpcid is not unique) so must be handled separately (alg 1, line 19).

3. Add edge to the trace, if no errors (alg 1, line 20)

Algorithm 2 describes how we remedy rpcids downstream from CPEs. At a high-level, casper first identifies

and removes subtrees in the trace that are downstream from data loss (i.e. disconnected subtrees). Next, casper

performs call path validation, filtering out non-unique call paths. Algorithm 2 is initialized with only the rpcids

downstream from the source of a CPE, which are sorted in BFS order (alg 2, lines 1–2).

1. Check for downstream data loss: For each rpcid, check if it has a dangling tree below it. If the rpcid has

no direct children, but has descendants (alg 2, lines 3–4):

(a) Get the list of descendant rpcids and delete all rows with these rpcids (alg 2, line 5–6).

2. For each row that is downstream from the CPE and not affected by data loss, calculate the number of calls

this row connects to upstream. This is done by generating the parent rpcid, filtering the parent rows that

connect to this row’s um, and calculating the number of calls for those rows (alg 2, line 9–10):

(a) If this row connects to a unique call path: update it’s rpcid to be unique, by replacing its ancestry

rpcid with its corrected parent rpcid (alg 2, line 11–12).

(b) If this row connects to a multiple call paths: delete the row and any connecting downstream call paths.

(alg 2, line 13–14)

Algorithm 2 supports fixing sequential CPEs as long as the call paths are unique.

5.4.4 Limitations

Missing rpcids before or after all recorded rpcids: Missing rpcids that are smaller than the smallest

rpcid in the table or larger than the largest rpcid in the table. As mentioned in [129], root rpcids can be

anything (although it’s most commonly 0 or 0.1). Additionally, we found there can be multiple roots in a single

trace. When the root rpcid is larger than 0.1 (i.e. starting at a ’depth’ of greater than 2), it could be the true

root of the trace or it could be missing rpcids before it.
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Algorithm 2 casper rebuild calls downstream from CPE

1: rows← rows with rpcids downstream from CPE;
2: rpcids←BFS sorted rpcids downstream from CPE;
3: for rpcid in rpcids do
4: if No child rpcid exists but exists descendents then
5: decendent rpcids←rpcid.∗ from rpcids;
6: delete rows for decendent rpcids;
7: end if
8: end for
9: for row in rows do

10: num connecting calls← num calls row connects upstream to;
11: if num connecting calls==1 then
12: update rpcid in row;
13: else
14: delete row & connecting downstream rows;
15: end if
16: end for

Corrupted values: We must make assumptions about the trace data that allow us to rebuild the topology. In

addition to the assumptions provided by Alibaba, we assume traceids are accurate. If traceids (or any other fields

for that matter), are corrupted in unpredictable ways, we cannot guarantee we will identify it and can remedy it.

5.5 Evaluation of casper

We seek to answer the following regarding casper’s efficacy in circumventing inconsistencies in the Alibaba datasets.

Q1 : How are traces generated by casper different from traces generated with other approaches? More

specifically, what trace topological characteristics change using different reconstruction approaches?

Q2 How much do the recovery mechanisms in casper impact trace topologies?

Q3 How many additional complete traces does casper reconstruct compared to filtering out all traces with

any inconsistencies?

The answers to Q1 are a cautionary tale to researchers using the Alibaba trace dataset that reconstructing

traces ignoring errors will lead to vastly skewed results that may impact the design or evaluation of their research

artifacts. The answers to Q2 evaluate the effectiveness of the recovery mechanisms in casper. The answer to

Q3 informs us how much the built-in side-channel redundancies in the Alibaba traces are able to help correct the

inconsistencies without dropping communication calls or filtering entire traces.

For all of these analyses, we use a randomly sampled 10.8% (2,240,550) of the 2021 trace data and 1% (5,079,746)

of the 2022 trace data. We use a lower sampling rate for the 2022 dataset because it contains many more traces than

the 2021 version. We used six r6.xlarge instances to split the datasets as per traceid and one c5a.23xlarge
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EC2 instance w/90 threads to run the casper algorithm and other construction approaches described in this section.

The other construction methods are variants on the casper implementation and run inline with its execution.

5.5.1 Comparing construction methods

5.5.1.1 Methodology

We consider three alternative approaches to casper for constructing traces without deep knowledge of the

inconsistencies in the datasets: naive-rpcid, naive-accurate, and partial. Figure 5.3 illustrates how the four

approaches differ when reconstructing one example trace that has inconsistencies. We describe the alternative

rebuild modes below.

naive-rpcid: keeps the first occurrence of a unique rpcid in the table and neither detects nor recovers any

inconsistencies (similar to construction process in §??). Figure 5.3 shows the first row for each rpcid represented

as a graph. The trace is disconnected since rpcid 0.1.1 is missing. Additionally, we are missing node E since it

was not captured in the first row for its rpcid.

naive-accurate: detects inconsistencies and ignores the entire trace if an inconsistency is identified. Figure 5.3

shows once the missing rpcid 0.1.1 is detected, all rows for the trace are deleted.

partial: keeps calls in the traces that are not affected by an inconsistency. When an inconsistency is identified,

the entire downstream call path is removed from the trace. partial traces preserve the accurate portions of traces.

Figure 5.3 shows once the missing rpcid 0.1.1 is detected, all downstream rows are deleted.

casper: as described in section ??. Figure 5.3 shows how casper fixes the missing call 0.1.1 and the CPE

at 0.1.1.1, updating the repeated rpcid to be unique for each call.

For naive-accurate and partial, we allow inconsistencies that are trivial to fix (e.g. missing values and

missing duplicate rows) since they do not affect the trace topology.

To compare the four approaches, we analyze the following topological characteristics of the reconstructed traces:

trace size, call depth, and width. Trace size represents the total number of microservices in the trace. A microservice

rpcid um dm rpctype rt

0.1 A B rpc +/-
0.1.1.1 C D rpc +/-
0.1.1.1 C E db +

(a) Trace Example (b) Modes

Figure 5.3: Trace building modes. Four different modes for building trace graphs, each has a different method
of handling errors and inconsistencies.
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Figure 5.4: Trace sizes for different modes

can be called many times within a trace and each call is included in the trace size. Call depth is the maximum

depth of the call paths in the traces. Width is the maximum number of calls made by a single microservices. In

graph form, this is the largest fan-out. We compare the cumulative distribution functions (CDFs) for all metrics.

5.5.1.2 Results

Overall, we find that casper traces are larger, wider, and deeper than all other methods of constructing traces

for both the 2021 and 2022 datasets. The 2022 traces are smaller (size, depth, and width) than the 2021 traces.

The 2022 traces have less inconsistencies, so casper’s impact on the trace topology compared to naive-rpcid

is less significant.

Trace size: For both the 2021 and 2022, casper builds larger traces than all other approaches by correcting

data loss and CPEs. Figure 5.4 shows the CDF of trace sizes for both years. For 2021, at the 50th percentile

(P50), a casper trace is the same size as naive-rpcid traces. However, casper produces larger traces at P75

than all other modes. On average, casper traces have size 33.08 whereas the size is 12.22, 15.50, and 29.11 for

naive-accurate, partial and naive-rpcid respectively. For 2022, casper traces have similar, the same or

slightly bigger, size compared to all other modes at all percentiles. Traces from 2022 are overall smaller than those

from 2021. The average trace size naive-accurate is 12.22 in 2021, but is decreased to 4.98 in 2022.

Call depth: For both the 2021 and 2022, casper builds deeper traces than all other approaches by reconnecting

call paths that have missing rpcids. Figure 5.5 shows the CDF of the maximum call depth of a trace for both

years. For 2021, at P50, casper traces have the same depth as the other modes. However, casper produces

deeper traces at P75 than all other modes. On average, casper traces have depth 6.40 whereas the depth is 4.84,

4.56, and 5.26 for naive-accurate, partial and naive-rpcid respectively. For 2022, casper traces have the

same depth or slightly deeper than all other modes at all percentiles. Traces from 2022 are overall shallower than

those from 2021. The average depth for a naive-accurate trace is 4.84 in 2021, but is decreased to 3.01 in 2022.
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Figure 5.5: Maximum trace depth for different modes
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Figure 5.6: Maximum trace width for different modes

Width: For both the 2021 and 2022, casper builds wider traces than all other approaches by differentiating

repeated rpcids generated by CPEs. Figure 5.6 shows the CDF of maximum width of a trace for both years.

For 2021, P25 and P50, a casper trace has similar width as the other modes. At P75, casper traces are wider.

On average, casper traces have width 10.73 whereas the width is 5.30, 5.91, and 8.97 for naive-accurate,

partial and naive-rpcid respectively. For 2022, casper traces are similarly wide or slightly wider than all

other modes at all percentiles. Traces from 2022 are overall narrower than those from 2021. The average width

for naive-accurate traces is 5.30 in 2021, but is decreased to 1.92 in 2022.

5.5.2 Impact of recovery mechanisms

5.5.2.1 Methodology

We break down casper’s recovery mechanisms (described in §5.4.3) into four parts and quantify their impact. 1)

Adds missing calls counts the number of new calls added to a trace. 2) Fills in missing values counts the originally

unknown microservice names that casper recovers. 3) Updates rpcids at a CPE source measures the number
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of rpcids added when differentiating calls at the first occurrence of a CPE in a call path. 4) Recovers rpcids

downstream from a CPE source counts the number of calls casper identified as uniquely connected to the trace

downstream from the first CPE in the call path.

casper collects metrics for each of the recovery mechanisms when reconstructing the traces. We calculate

the number of traces that are affected by each recovery and its impact within the trace.

5.5.2.2 Results

Adds missing calls: casper recovers all missing internal calls in a trace. For 2021, 30.47% of traces have at

least one missing internal rpcid, with the average number of calls 10.7 (std: 23.79, P99: 115). For 2022, 8.77% of

traces have at least one missing call added by casper, with average 3.57 (std: 13.12, P99: 30). casper reconnects

broken traces, resulting in longer call paths.

Fills in missing values: casper fills in missing dm values using duplicate information stored in rows or call

paths. For 2021 traces, we are able to recover at least one dm in 99.98% of traces. On average, traces have 2.84

recovered dm names (std: 5.61, P99: 27). For 2022 traces, we are able to recover at least one dm in all traces. On

average, traces have 2.61 recovered dm names (std: 6.99, P99: 34).

Updates rpcids at a CPE source: Given a call path starting from the root call, the first occurrence of a

CPE is a CPE source. casper modifies rpcids to be unique to differentiate different calls that originally shared

the same rpcid. This modification may preserve more branches and yield wider traces. For 2021 traces, casper

modifies on average 2.77 rpcids per CPE source (std: 2.65 and P99: 11). For 2022 traces, casper modifies on

average 2.02 rpcids at a CPE source (std: 0.18 and P99: 3).

Recovers rpcids downstream from a CPE source: casper connects unique call paths downstream from

a CPE source, updating their rpcids to be unique which may preserve longer call path and yields deeper traces.

We measure this impact by counting the number of such updated rpcids per CPE source. For 2021 traces, casper

modified on average 3.08 downstream rpcids (std: 11.22 and P99: 48). For 2022 traces, casper modified on

average 1.11 downstream rpcids (std: 32.97 and P99: 19). Note that additional CPEs can occur downstream,

but they are rare. For 2021, the average number downstream CPEs is 0.23, (std: 1.5 and P99: 6). For 2022, the

average number downstream CPEs is 0.14, (std: 2.71 and P99: 3).

5.5.3 Additional complete traces

5.5.3.1 Methodology

We evaluate casper’s effectiveness at rebuilding complete traces by measuring the number of additional complete

traces output by casper (when compared to naive-accurate). A trace is complete if there are no unrecoverable
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rpcids (explained in Section 5.4.3).

5.5.3.2 Results

For 2021, 58.32% of the traces have complete topology without needing to remedy any inconsistencies. casper

reconstructs an additional 25.5% of the traces, totaling to 83.82%.

For 2022, 86.42% of the traces have complete topology without needing to remedy any inconsistencies. casper

reconstructs an additional 12.18% of the traces, totaling to 98.6%.

5.6 Discussion

Recommendation for consumers of the Alibaba datasets and related research papers: Users of the

datasets should always specify their methodology for identifying and mitigating inconsistencies in their analyses.

They should prefer the 2022 dataset, which contains fewer total inconsistencies. But, it is unclear if traces in the

2022 dataset were collected from the same applications or application versions as the 2021 dataset. The maximum

trace sizes and maximum widths differ significantly between both years regardless of rebuild mode. As such,

consumers may wish to use both datasets to test their work against a range of request-workflow characteristics.

We recommend caution when interpreting research that uses the 2021 dataset without specifying a methodology

for handling inconsistencies. Readers should carefully consider if changes in trace characteristics or connectivity

would affect the results. Of particular note is the Alibaba microservice analysis by Luo et al. [2]. This analysis

uses a 7-day dataset of which the 2021 public release is a subset. But, does not specify whether the authors knew

about the inconsistencies or whether they addressed them. As such, the presented graphs of trace characteristics,

clustering results, and distributions suggest for the artificial trace generator may be suspect.

Exploring tradeoffs in capturing redundancies within trace data: casper’s functionality is possible

because Alibaba’s tracing infrastructure stores redundant data in caller/callee log messages. Namely, rpcid

uniquely locates a call in the trace, allowing call-graph connectivity between services when intermediate calls are

lost. But, rpcids’ expressiveness results in larger context and larger network message sizes. Context-propagation

errors can be circumvented by using chains of um / dm fields. In contrast, the popular open-source model for

distributed-tracing, OpenTelemetry [14], does not capture any redundancies. Spans (e.g., service executions) can

be dropped if services’ are too resource starved [130], leading to traces with (silent) missing nodes. Research is

needed to explore how to encode redundancies in trace data or context and the overhead tradeoffs of doing so.
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Chapter 6

Bridging Gaps in Traces for Microservices

6.1 Overview

Distributed tracing promises end-to-end visibility into request workflows, but this promise breaks down when data

is incomplete. Our analyses of production traces from Alibaba, Uber, and Meta reveal that 5–40% of traces contain

holes—missing records dropped by overloaded infrastructure. Tools that assume complete traces may produce

incorrect results when applied to fragmented data.

In this chapter, we introduce bridges, a new distributed tracing primitive that preserves trace characteristics in

the presence of data loss. The key insight is that important trace properties can be encoded in compact breadcrumbs

and propagated with requests, providing redundancy that enables reconstruction when records are dropped. We

present three bridge types with different fidelity-overhead tradeoffs: Structural Bridges preserve both topology

and sibling ordering for critical-path extraction, Call-Graph Bridges preserve topology with reduced overhead, and

Path Bridges preserve only connectivity for minimal cost.

Section ?? motivates the problem with examples of data loss in production systems. Section ?? defines the trace

characteristics we aim to preserve. Section ?? presents the three bridge types and their reconstruction algorithms.

Section ?? describes Manchac, our implementation atop OpenTelemetry. Section 6.5 presents preliminary evaluation

of overhead.

This work is ongoing, with submission planned for Spring 2026. The evaluation presented here focuses on

overhead; full evaluation of reconstruction accuracy and impact on downstream tools is in progress.

6.2 Why do we need bridges?

We build the case for bridges by analyzing characteristics of holes in distributed-trace datasets released by Alibaba [2],

Meta [3], and Uber [?] (§6.2.2-§??). For our analysis, we define a hole as a sequential path of one or more missing

trace records. We survey existing tracing-based management tools to identify which ones are affected by holes

and conclude with a discussion of how bridges can help. We focus on Alibaba’s datasets as their custom trace

format enables more sophisticated analyses than the formats used by the other organizations. Our analyses assume

that distributed tracing infrastructures are implemented correctly.
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Alibaba’21 Alibaba’22 Uber Meta

Holes 41.21% 9.72% 5.72% N/A
Lost edges 98.30% 80.10% N/A N/A

Total 1,596,938 40,130,255 531,085

Table 6.1: Traces w/lost trace records. For Uber, traces with holes are ones that contain at least one dangling
child span pointer. For Meta, ????. For Alibaba, we conservativley define traces with holes as two-way messages
where both rows have been lost. We also plot the percentage of traces with missing edges, which may represent
the single row captured for one-way messages or one of two rows of two-way messages.
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Figure 6.1: Holes or lost edges per trace. Treating each hole as a path, which may be overlapping with other
paths in adjacent holes. Distributions only include traces with at least one hole or missing edge.

This work is scoped to microservice applications using distributed tracing. See Section 6.2 for a comprehensive

discussion of microservices and distributed tracing.

6.2.1 Data loss in distributed tracing

When can records be lost, resulting in holes? Distributed tracing infrastructures may drop trace records due to

overloads or failures. With regards to overload, local caches within agents may run out of capacity if corresponding

services’ request arrival rate exceeds the rate at which caches can be emptied. Caches at collectors may also run

out of capacity if the span-arrival rate is higher than the ingest rate. With regard to failures, trace-records may

be lost if tracing agents or collectors fail.

When can baggage be lost? A key insight of this paper is that baggage and requests’ propagation share the

same fate. This means data in baggage can only be lost if services fail or encounter error conditions that terminate

request processing itself. Such errors will correctly result in traces no longer being collected after the failure point

and so cannot result in holes.
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Figure 6.2: Most holes are small. Treating each hole as a path, which may be overlapping with other paths
in adjacent holes.

6.2.2 Analyzing trace-record loss

We analyze trace-record loss across four datasets: one hour (hour 0) of Alibaba’s 2021 dataset [122], one hour of

day 1 of Alibaba’s 2022 dataset [123], all of Uber’s dataset [?], and Meta’s reported loss rates [3].

The datasets use different trace formats. Uber uses OpenTelemetry [14], where each span record links to its

parent via propagated context; trace records correspond to span executions. Alibaba uses a custom format where

each recorded call preserves the full caller chain from root to current service; trace records represent edges between

parents and children. For two-way communication (e.g., RPCs), two records capture each call: one at the caller,

one at the callee. For one-way communication (e.g., database calls), a single record at the caller is recorded. Meta

uses Canopy [105], which is similar to OpenTelemetry’s span-based model. They explicitly mark prematurely

terminated call paths in trace as inferred. A significant portion of their call paths across a sample of traces are

prematurely terminated (80% at depth 3 for one set of traces). Beyond these results, we cannot compare data

loss characteristics to the results from Alibaba and Uber.

A significant fraction of traces contain holes: Table ?? summarizes trace-record loss across datasets. In

Alibaba’s 2021 dataset, over 40% of traces contain at least one hole, and 98% are missing at least one edge record.

These rates drop to 9.7% and 80.1% respectively in the 2022 dataset. For Uber, 5.7% of traces contain holes (lost edges

are not applicable since records represent span executions, not edges). The research community has asked Alibaba

why records are lost [?], but no definitive answer has been provided. The cause of loss in Uber’s traces is also unknown.

Traces with holes typically contain multiple holes: Figure ?? shows the distribution of holes per trace,

only showing traces with at least one hole. 58.79% of traces have no holes (2022: 90.28%) and only 1.7% of traces

have no missing edges (2022: 19.9%).

When a trace contains a hole, it often contains several. Across traces with at least one hole, the 99th percentile

hole count is 84 (Alibaba 2021), 17 (Alibaba 2022), and 193 (Uber). This trend is similar when considering missing
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edges, which is only defined in Alibaba’s trace model. The 99th percentile missing edge count is 140 ( 2021) and

16 (2022). Note that missing edges are only defined for two-way communication calls: there may be more holes

in traces caused by missing one-way communication calls than there are missing two-way communication edges.

Most holes are small: Alibaba’s format, which propagates the full ancestry chain, allows us to measure hole

sizes in terms of missing calls (Figure 6.2). The size of a hole is defined to be the number of consecutive calls

missing on a path. Note than a region of missing data may contain many overlapping paths- we count each path

independently. In the 2021 dataset, 58.28% of holes contain only one missing call (70.58% in 2022). The 90th

percentile hole size is 4 calls (2022: 3), with a maximum of 17 (2022: 27).

Upsampling cannot reliably recover lost information: One might hope that complete traces could be

upsampled to compensate for holes, inferring what was lost based on observed probabilities from other traces.

However, this approach is insufficient for two reasons.

First, lost children may represent anomalous events that are difficult to upsample. Data loss likely correlates

with resource pressure, meaning the children most likely to be lost are precisely those exhibiting unusual behavior

that deviates from the observed distribution.

Second, upsampling only works when a parent’s behavior is deterministic. We define a children set as the set

of endpoints a parent calls in a single invocation. A parent is deterministic if it always calls the same children

set, or if its children sets are mutually exclusive (indicating distinct code paths that could be inferred from trace

data). Otherwise, when children sets overlap but vary, we cannot reliably infer which children are missing in a

hole. We found that 40.49% of 2021 and 3.92% of 2022 parents are non-deterministic: they call varying children

sets that cannot be distinguished from available trace data. For both datasets, these non-deterministic parents

consist of a significant portion of the work done by the traces requests: out of all calls, 59.73% of 2021 and 39.31%

of 2022 are made by these parents. This means upsampling cannot reliably reconstruct what was lost.

6.2.3 Trace-record loss’s impact on management tools

Distributed traces are the foundation for a wide range of microservice management tools including auto-scalers,

anomaly detectors, and performance debuggers. These tools assume traces accurately represent request workflows,

an assumption potentially violated when trace records are lost. Table 6.2 summarizes key research systems that

rely on trace data and the trace features they require.

Impact on trace-based tools: Trace-record loss affects different tools in different ways depending on which

trace features they use:

• Grouping and aggregation: Tools that group traces by structure such as Sifter [131] for sampling or
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Name Connectivity Topology Ordering

Auto-scaling

FIRM [99] X X X
Sage [98] X X
Sinan [100] X X

Sampling

Sifter [131] X X
Sieve [?] X X X
STEAM [?] X X Depends on domain

Performance debugging

Spectroscope [108] X X
tprof [?] X X X
CRISP [102] X X X

Table 6.2: Trace-based tools and the trace features they require. Connectivity: fragments linked to same
trace. Topology: call-graph structure preserved. Ordering: sibling/critical-path relationships.

Spectroscope [108] for performance debugging may incorrectly classify incomplete traces as distinct from

their complete counterparts, skewing aggregate statistics or decision making.

• Critical path extraction: Auto-scalers like FIRM [99] and debuggers like tprof [?] extract critical paths

to reduce data ingest by focusing on nodes impacting end-to-end latency. Missing spans break the path,

causing these tools to either fail or incorrectly attribute impact.

• Topology-based analysis: Tools like Sinan [100] learn models based on call-graph structure. Holes in

traces produce incomplete or disconnected graphs, potentially degrading model accuracy.

• Anomaly detection: Systems that detect anomalies by comparing trace structure or latency distributions

may flag incomplete traces as anomalous, generating false positives, or miss true anomalies obscured by data

loss.

Note that each of these tools relies on various details about trace record names (e.g. service name, endpoint,

etc). Node attributes can be predicted on a complete and accurate trace topology. Generating these attributes

is outside of the scope of this work.

6.2.4 Requirements for bridging mechanisms

Trace-record loss likely stems from resource constraints at tracing agents and collectors not from network failures

or bugs in tracing implementations. This distinction is important: because baggage propagation shares the same

fate as the request itself. Ancestry information encoded in baggage survives in the trace even when upstream

span records are dropped. This observation motivates bridges, a mechanism that exploits in-band propagation

to preserve connectivity across holes.
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Bridges offer two benefits. First, they enable tracing tools that rely on connectivity, topology, or ordering to

function correctly even when records are lost. Second, they open the possibility for future work to fill in details

about lost spans—recovering not just that data was lost, but what was lost.

A prerequisite to addressing data loss in traces is the ability to detect it. Traces must provide a systematic

way to indicate when spans are missing and where gaps occur. At a minimum, a system must:

R0 Flag missing spans or trace points: provide a clear signal that data loss has occurred in the trace.

Detection alone is insufficient. We argue for the notion of bridges—first-class markers of data loss that explicitly

preserve connectivity between the observed and missing parts of a trace. A system that supports bridges should:

R1 Preserve connectivity: When data is lost in a trace, there should be a connection between the lost data

and the remainder of the trace. This explicitly illustrates that data loss exists and the location of the data loss.

R2 Minimal overhead: The solution should add minimal overhead to the application, tracing framework, and

developer.

R3 Require little to no modifications from developers: The solution should be able to be deployed

without modifying the application.

6.3 Different types of bridges

This section presents three bridge primitives that preserve different trace properties in the presence of data loss. Each

bridge type supports different downstream use cases (as summarized in Table 6.2) and incurs different overhead.

The Strucural Bridge (§6.3.2) preserves call-graph topology and ordering relationships between sibling calls,

supporting critical-path extraction and full trace reconstruction. The Call-graph Bridge (§6.3.3) preserves call-

graph topology without ordering, supporting trace visualization and topology-based analysis. The Path Bridge

(§??) preserves only transitive connectivity between fragments, supporting some grouping and aggregation use cases.

Each relaxation of requirements reduces the complexity of the metadata that must be propagated, moving along

the trade-off space between reconstruction fidelity and runtime overhead. All three bridge types are compatible

with span-based tracing infrastructures that use one-way context propagation (e.g. OpenTelemetry [14]). They

require only modifications to tracing SDKs and custom collector plugins; no changes to application business logic

are needed. Implementation details are discussed in §6.4.
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Bridge Type Description

Exact structure

Structural Bridge preserve both ordering and topology

Exact hierarchy

CGP Bridge preserves topology, reduces overhead when high concurrency
Exact Bridge preserve exact topology and node fingerprints

Lossy hierarchy

Path Bridge preserve connectivity, cannot record lost topology

Table 6.3: Bridge types. different types of bridges

6.3.1 Key Ideas

Bridges work by embedding metadata in request context describing previous trace characteristics. We call this

metadata breadcrumbs. Because breadcrumbs are propagated in-band with requests, they can only be lost if the

request fails, in which case the trace should correctly terminate.

Key idea 1: Breadcrumbs: Trace characteristics such as caller/callee relationships, call-graph structure, and

sibling ordering can be encoded in compact data structures small enough to propagate with trace context. Table 6.4

summarizes the key-value pairs stored by each bridge type. Fingerprint is used to describe a unique identifier

for a span (e.g. spanID). Only the attributes needed for the specific bridge type are stored in the breadcrumb.

Breadcrumbs are added to baggage and travel with requests through the system, accumulating ancestry information

as they pass through services. When trace records are lost, the breadcrumbs in surviving records contain the

information needed for reconstruction.

Key Value S E CGP Path

Vertical

depth int: relative call depth X X
ancestors [fp, ...] X X
AMQ(ancestors) AMQ filter of ancestor fingerprints X X
forks [fp:depth, ...] X

Lateral

start ordinal {fp: ordinal s, ...} X
end ordinals {parent fp: [ordinal s:ordinal e, ...], ...} X
delayed lateral (trace id:end ordinals) X

Table 6.4: Breadcrumb key-value pairs by bridge type. “FP” denotes fingerprint. Keys are marked X for
each bridge type that uses it. ordinal s is a start ordinal and ordinal e is an end ordinal. E is the exact-bridge,
the call graph preserving component of the S-Bridge, which is used as a point of comparison in the evaluation.

Key idea 2: Vertical ancestry: The foundation of bridge reconstruction is preserving parent-child relation-

ships across arbitrary depths. Vertical ancestry is breadcrumb data propagated along a single path of a request’s

execution, updated by each service before calling downstream services. This data accumulates information about
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all ancestors from the root to the current service, enabling reconstruction of connectivity even when intermediate

spans are lost.

Key idea 3: Lateral ancestry: Call-graph topology alone is insufficient for use cases like critical-path

extraction, which require knowing the ordering between sibling calls. Lateral ancestry capture relationships between

children called by the same parent. Unlike vertical ancestry, lateral ancestry is generated by a single service instance

after observing the responses from its children. It records which children were called and their relative ending

orders (sequential vs. concurrent). The breadcrumb is added to the next outgoing call after it its available.

Because some lateral ancestry is generated after all children respond, the parent may not have any additional

calls to attach the metadata to. To handle this, lateral ancestry can be attached to a future request passing through

the same service instance.

6.3.2 Structural Bridge (S-Bridge)

The Structural Bridge enables critical path extraction and performance analysis even when intermediate spans

are lost. Critical path analysis identifies the sequence of operations that determined a request’s end-to-end latency,

which requires knowing whether sibling calls were sequential or concurrent and in what order they completed.
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Figure 6.3: Structural Bridge. Shows the trusses generated to preserve ordering relationships among sibling calls.

Breadcrumbs: The S-Bridge generates two types of relational data (Table 6.4). Vertical breadcrumbs preserve

parent-child relationships by propagating a list of ancestor fingerprints in baggage. Each service appends its own

fingerprint before calling downstream.

Lateral breadcrumbs capture sibling ordering using ordinal numbers. As shown in Algorithm 3, the parent

maintains a counter k that increments with each child call and response (line 3 and 9). Each child is represented by two

events: a start event when the parent issues the call, and an end event when the parent receives the response. Each

event receives an ordinal number. Start ordinals are added to the child’s baggage immediately (line 5) and added to
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Algorithm 3 Minimal-State Ordinal Annotation for Sibling Ordering

Parent state:
1: k←0 . Monotonic counter local to parent span
2: trusses← [ ]

3: if Child A starts then
4: k←k+1
5: SetAttr(child start ord, k)
6: Propagate(delayed trusses, trusses)
7: trusses← []
8: end if

9: if Child A ends then
10: k←k+1
11: trusses←(A,k)
12: end if
13: delayed trusses←(trace id,trusses)

the breadcrumb for that child (as child’s fingerprint: start ordinal). End ordinals are locally stored as (start ordinal,

end ordinal) pairs and passed to the next child call (lines 11 and 6). Storing the corresponding start ordinal for

an end ordinal allows us to attribute the end ordinal to a specific child span. The child’s span ID is unknown

to the parent, so it can’t be used here. The counter uses atomic increment operations to avoid lock contention.

Parents can correlate end ordinals with start ordinals by leveraging the request-response correlation built into

two-way communication protocols. In gRPC (built on HTTP/2), each request-response pair shares a unique stream

identifier that the client uses to match incoming responses to outstanding requests [132]. Apache Thrift similarly uses

sequence numbers in its protocol to correlate responses with requests [133]. If the parent issues requests synchronously

(blocking until each response arrives), the correspondence is trivial since only one request is outstanding at a time.

After all children complete, any remaining end ordinals become delayed breadcrumbs. As illustrated in Figure 6.3

(green annotations), delayed breadcrumbs include the trace ID and attach to the next outgoing call from the parent

service instance, potentially on a different trace. This ensures ordering information survives even if the parent’s

span is dropped.

For the vertical breadcrumbs, each nodes fingerprint must be explicitly preserved to correlate ordinal information

with a specific node in the trace. The vertical breadcrumbs used by the S-bridge are equivalent to the Exact-Bridge,

the S-bridge just adds order preservation.

.

Reconstruction: Reconstructing lost spans requires recovering their parent-child relationships and the ordering

between siblings at fan-out points. The algorithm must maintain three invariants:

1. Containment: A span must be fully contained within its parent: time(Ps)≤time(As)≤time(Ae)≤time(Pe)
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2. Encompassing: A span’s timestamps must encompass all children: time(As) ≤ min(time(cs)) and

time(Ae)≥max(time(ce)) for all children c

3. Ordinal consistency: Reconstructed ordinals must match those captured in breadcrumbs

Reconstruction proceeds in two phases (Algorithm 4):

Phase 1: Topology reconstruction. The call graph is rebuilt from vertical breadcrumbs, which contain the

exact fingerprints of all ancestors. This phase is straightforward since fingerprints uniquely identify each span. For

example, if a disconnected span D has breadcrumb [A,B,C,D] then it must be the last span on a path from A,

to B, to C, to D.

Phase 2: Ordering reconstruction. For spans without timestamp information (e.g. originally lost, but

reconstructed during phase 1), we first set initial timestamps to tightly encompass each node’s children (lines 1–6).

Sequential siblings remain correctly ordered after this step since their children are also sequential. For concurrent

siblings that appear sequential after tight coupling, we shift both timestamps by d/2+ε toward each other, where d

is the time gap between them and ε is MISSING VAL 1 (lines 13–23). Figure 6.4 illustrates how this adjustment

affects the critical path.
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Figure 6.4: Structural-Bridge Reconstruction. Assumes all nodes have children, but omitted for simplicity

The reconstructed timestamps assigned to each span are estimates and actual span durations may differ.

However, the ordering relationships are preserved, enabling accurate critical-path calculation.

Overhead: Breadcrumb generation adds minimal latency: ordinals use atomic increments (avoiding mutex

contention). For high fan-out services, start ordinal :end ordinal pairs can be compressed into AMQ filters, which

are queried during reconstruction by checking likely filters first (starting with the nearest filter after the start

event). Reconstruction runs in time proportional to the number of lost spans and their siblings.

6.3.3 Call-graph Bridge (CG-Bridge)

The Call-Graph Bridge preserves trace topology without capturing sibling ordering. By omitting lateral breadcrumbs,

the CG-Bridge reduces in-band overhead compared to the S-Bridge’s topology preserving breadcrumbs.
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Algorithm 4 Reconstruction of structural bridges

1: function BuildChildBridges(P) . Encompass children timestamps (initialize baselines)
2: for all s∈S do
3: children←s.children
4: ss← min

c∈children
cs

5: se← max
c∈children

ce

6: end for
. Enforce ordinal concurrency

7: for all pairs (A,B) in S do
8: if ¬(ord(Ae)<ord(Bs))∧¬(ord(Be)<ord(As)) then
9: EnforceConcurrent(A,B,P)

10: end if
11: end for
12: end function

13: function EnforceConcurrent(A,B,P) . If baseline already overlaps, do nothing
14: if Ae<Bs then
15: d←Bs−Ae

16: Ae←min(Ae+d/2+ε, time(Pe))
17: Bs←max(Bs−d/2−ε, time(Ps))
18: else if Be<As then
19: d←As−Be

20: Be←min(Be+d/2+ε, time(Pe))
21: As←max(As−d/2−ε, time(Ps))
22: end if
23: end function

Breadcrumbs: The CG-Bridge propagates only vertical breadcrumbs (Table 6.4). As shown in Figure 6.5,

each span is annotated with an AMQ filter containing the fingerprints of all ancestors on its call path. This

enables reconstruction of parent-child connectivity when intermediate spans are lost: we can query the filter for

containment of the collected span’s fingerprint to find its nearest ancestor. Each node also preserves its call depth

within its breadcrumb, which is used to compute the number of calls missing on a path.

The key challenge is preserving fan-out points. Without additional information, reconstruction cannot distin-

guish whether two disconnected spans share a common (lost) parent or descend from separate ancestors. This

is because we can only query the AMQ filter for spans that are not lost, as we do not know the fingerprints of

lost spans. To address this, the second child issued from any fan-out carries an additional breadcrumb: an array

of (fingerprint, depth) pairs identifying the fan-out point and what depth it occurred at. Storing this only on the

second child ensures fan-out information exists on exactly one subtree, minimizing redundancy. For example, in

Figure 6.5, record D carries the fan-out breadcrumb for B’s fan-out. To further reduce breadcrumb redundancy,

fan-out breadcrumbs get accumulated down only the first call issued by subsequent parents. The ensures each

piece of information only traverses one path in the traces, not an entire subtree.

Reconstruction: Algorithm 1 reconstructs the call-graph topology in two phases:

Phase 1: Establishing connectivity (Algorithm , lines 1–7). For each disconnected span, we identify
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Figure 6.5: CGP-Bridge. The structure of a CGP-Bridge. Ancestry data is only shown on leaves for simplicity.

its nearest collected ancestor by querying AMQ filters. This is done in reverse breadth-first order, beginning with

all of the “leaves” in the trace connected to the root. We extract the AMQ filters from those nodes’ breadcrumbs,

and query each for containment of this disconnected node’s fingerprint. We continue traversing up the trace until

we find the lowest ancestor that this node descended from. The depth difference between the two spans indicates

how many intermediate spans were lost. We insert synthetic spans to bridge the gap, connecting them with bridge

edges (lines 10–14; Figure 6.6, step 1).

Phase 2: Reconstructing fan-outs (Algorithm , lines 8–18). Multiple synthetic spans may represent

the same lost fan-out point duplicated across multiple sub-paths. Using the (fingerprint, depth) arrays, we first

mark all synthetic spans that correspond to known fan-outs. We then traverse the graph breadth-first, processing

each depth level in turn. At each depth, we check whether any synthetic spans are known fan-out points. For each

fan-out found, we identify merge candidates: synthetic spans with the same parent as the fan-out. We identify

the candidates downstream AMQ filter (pulled from the collected downstream node) and query it for the fan-out

point’s fingerprint. If present, this synthetic node is the same node as the fan-out and should be merged together.

This continues until all synthetic spans have been processed (Figure 6.6, step 2).

The resulting graph has the same topology as the original trace.

Overhead: Breadcrumb generation adds minimal latency. AMQ filters are updated incrementally as requests

propagate. Breadcrumb size scales with call depth and fan-out frequency. In the worst case (deep traces with
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Algorithm Reconstruction of CGP-Bridges

1: procedure establish connectivity(dnodes)
2: for n∈dnodes do
3: ancestory←nearest ancestor(n)
4: missing nodes←this depth−ancestor depth−1
5: add missing nodes to nodes
6: end for
7: end procedure

8: procedure merge fanouts(nodes)
9: for d∈max depth do

10: depth nodes←nodes at depth(d)
11: known fanouts←depth nodes.filter(is known fanout)
12: for k∈known fanouts do
13: candidates←depth nodes.filter(parent==k.parent)
14: merge nodes←candidates.filter(bloomfilter.contains(k))
15: remove all but one candidate node and update edges.
16: end for
17: end for
18: end procedure
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Figure 6.6: CGP-Bridge Reconstruction. Rebuilding missing tracepoints using ancestry data. Example shows
all non-root and non-leaf tracepoints initally are missing.

frequent fan-outs) the second child at each fan-out carries an array proportional to the number of upstream fan-outs.

However, this remains substantially smaller than S-Bridge overhead since no lateral ordering data is captured and

all fingerprints that aren’t explicitly stored. .

6.3.4 Path Bridge (P-Bridge)

The Path Bridge is the lightest of the three bridge types, designed for use cases that only require reconnecting

disconnected trace fragments. When spans are lost along a call path, downstream fragments become orphaned.

The P-Bridge reestablishes connectivity so that fragments can be correctly associated with their originating request,

but it does not preserve call-graph topology or sibling ordering.

Breadcrumbs: The P-Bridge propagates only AMQ filters containing ancestor fingerprints (Table 6.4), the
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same vertical breadcrumbs used by the CG-Bridge, but without the fan-out arrays. Since we only need to establish

connectivity (not reconstruct topology), AMQ filters alone are sufficient.

Reconstruction: When spans are lost, the P-Bridge identifies the nearest surviving upstream span by querying

the AMQ filter for known ancestors at shallower depths. Synthetic spans are inserted to bridge the gap between the

disconnected fragment and its nearest ancestor. Unlike the CG-Bridge, no fan-out merging is performed. If multiple

children of a lost parent survive, they will each connect to their own synthetic parent rather than a shared one.

Overhead: The P-Bridge has the lowest overhead of the three bridges. Breadcrumb size depends only on call

depth. Reconstruction requires only AMQ filter queries. This makes the P-Bridge suitable for high-volume tracing

where full topology reconstruction is unnecessary.

6.3.5 Managing Overhead

Breadcrumbs accumulate as requests traverse deeper call paths, and reconstruction requires that at least some

spans along each path are successfully collected, specifically all leaf nodes. This section discusses two mechanisms

for managing these costs.

Checkpointing: Rather than storing breadcrumbs in every span, bridges support checkpointing: only des-

ignated checkpoint spans persist breadcrumb data, and the breadcrumb state resets after each checkpoint. This

bounds breadcrumb size and reduces collection overhead.

Checkpoint spans serve as anchors for reconstruction. The algorithms presented in this section assume all

nodes are checkpointed (i.e. contain breadcrumbs), but the approach generalizes to intermediate checkpoints.

Reconstruction simply operates on subgraphs between consecutive checkpoints.

Checkpoint distance (the number of spans between checkpoints) can be configured statically or dynamically.

A static policy might checkpoint every k spans on a call path. A dynamic policy can adapt to system load: if

the span at depth k is under high load (e.g., its export queue exceeds a threshold), checkpointing shifts to the next

downstream span. Checkpoint distance can also be slightly randomized to avoid synchronized bursts of checkpoint

traffic across services.

Leaf collection: Bridges can only reconstruct paths to spans that were successfully collected. If a leaf span

is lost, no downstream breadcrumbs exist to enable reconstruction of this node. This is problematic because leaf

services (e.g., databases, caches) often experience the highest load and are most likely to drop spans.

One mitigation is to prioritize leaf span collection by stripping non-essential attributes from leaf spans, retaining

only the fingerprint and breadcrumb data. This reduces export size and increases the likelihood of successful

collection under load. Alternatively, services can be configured to always checkpoint before calling known high-load

leaves, ensuring that even if the leaf span is lost, the path up to the checkpoint is recoverable.
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6.4 Supporting bridges in OTEL

This section describes how bridges can be integrated into existing tracing infrastructures. We present Manchac,

a prototype implementation built on OpenTelemetry (OTEL) and Blueprint[?] that demonstrates the feasibility

of bridge-augmented tracing with minimal modifications to application code.

Figure 6.7 illustrates the architecture. Manchac consists of two planes: a data plane consisting of a microservice

application and augments spans with breadcrumbs during request execution, and an analysis plane that detects

data loss and reconstructs traces offline. The data plane integrates with OTEL’s SDK and collector infrastructure;

the analysis plane operates on traces stored in a backend database.
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Figure 6.7: Holes design diagram. Separates tracing data as low and high priority with ancestry information
to mitigate the affects of data loss

6.4.1 Manchac Overview

The data plane comprises three components, corresponding to the numbered steps in Figure 6.7:

SDK-level processor (Steps 1–2): Each service is instrumented with an OTEL SDK augmented with a

custom span processor. The SDK-level processor is initialized with the checkpoint distance and the set of hash

functions to be used for bloom filters and hash arrays. On span creation, the processor computes breadcrumb

data (bloom filters, fan-out arrays, or ordinals depending on bridge type) and attaches it to the span’s baggage.

When the service issues downstream calls, the SDK propagates this baggage in-band with the request context,

where downstream processors extend the breadcrumbs with their own span information.
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Collector agent (Steps 3–4): An OTEL collector deployed as an agent on each node receives spans from

local services. A custom processor partitions incoming spans into high-priority (checkpoint spans containing

breadcrumbs) and low-priority (non-checkpoint spans) queues. Under memory pressure, low-priority spans are

dropped to ensure checkpoint spans survive.

Trace Storage Backend (Steps 5–6): Spans exported from agents pass through a second collector instance

before reaching the trace storage backend. This collector applies the same priority filtering, providing a final

safeguard against checkpoint span loss during load spikes. The analysis plane monitors stored traces; when it

detects incomplete traces (disconnected fragments), it invokes the appropriate reconstruction algorithm and writes

the repaired traces back to storage.

6.4.2 Checkpointing

Checkpointing bounds breadcrumb size and collection overhead by designating specific spans as checkpoints. Only

checkpoint spans persist breadcrumb data; after a checkpoint, the breadcrumb state resets.

Checkpoint distance: The checkpoint distance D specifies the maximum number of spans between checkpoints

on any call path. A span at depth kD (for integer k) becomes a checkpoint, stores its accumulated breadcrumbs as

a span attribute, and resets the breadcrumb state for downstream spans. All root and leaf spans are automatically

checkpointed to ensure complete coverage of each call path.

Priority levels: Checkpoint spans are marked high-priority and routed through a dedicated collection pipeline

that resists dropping under load. Non-checkpoint spans are low-priority and may be dropped when collectors

exceed memory thresholds. This two-tier approach ensures that the minimal data required for reconstruction (the

checkpoint spans) survives even during severe data loss events.

6.4.3 OTEL Integration

We implement Manchac by adding custom processors to OTEL’s SDK and collector. SDK processors generate and

propagate breadcrumbs and collector processors implement priority-based filtering. Both are drop-in components

requiring no modifications to application code beyond standard OTEL instrumentation.

SDK processor: The SDK processor is initialized with the bridge type, checkpoint distance D, and hash

functions (for AMQ filters). On span start, it:

1. Extracts existing breadcrumb data and call depth from incoming baggage

2. If depth mod D=0, marks the span as a checkpoint and serializes breadcrumbs to a span attribute. Resets

the breadcrumb to empty.
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3. Adds the current span’s fingerprint to the breadcrumb structure

4. Propagates updated breadcrumbs and depth in outgoing baggage

Configuration (bridge type, D, hash functions) is obtained from a central configuration service at startup, ensuring

consistency across all services. Bloom filters are used as the AMQ filter, and their size is set to a target false

positive rate of 0.1% for D elements.

Collector processor: The collector processor maintains two queues partitioned by span priority. A con-

figurable memory threshold (e.g., 90%) triggers dropping of low-priority spans. High-priority spans are never

dropped by the processor, though they may still be lost due to network failures or backend unavailability. The

same processor runs in both the per-node agent and the backend collector.

6.5 Preliminary Evaluation

This section presents an initial evaluation of bridges. We evaluate two aspects: (1) the runtime overhead of

Manchac when deployed on a microservice testbed, and (2) the data overhead of breadcrumbs across different

trace topologies, measured by annotating production traces from Uber and synthetically generated traces to isolate

topological characteristics. Full evaluation is ongoing work.

6.5.1 Experimental Setup

Testbed deployment: We deployed DeathStarBench’s Social Network application using the Blueprint microser-

vice compiler framework on Kubernetes. We deployed on 10 CloudLab nodes, each with 40 vcpus and 192GB

of memory, with one control plane node and nine worker nodes.

Instrumentation: Services are instrumented with OpenTelemetry, extended with Manchac’s custom span

processors to compute and propagate breadcrumbs. OpenTelemetry collectors run as agents on each node, receiving

spans and forwarding them to centralized storage.

Trace datasets: We use the first 100 of Uber’s open-source traces that don’t have data loss and synthetic

traces. Uber’s traces provide realistic production topologies while synthetic traces isolate the impact of specific

topology parameters (depth, width) on breadcrumb overhead.

6.5.2 In-band Latency Overhead

We measure the end-to-end latency impact of computing and propagating breadcrumbs during request execution.

Methodology: We load test the Social Network’s ComposePost endpoint using the open-loop wrk2 load

generator. ComposePost exercises the most complex workflow in the application, with call depths up to 7 and
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fan-out degrees up to 7, providing a stress test for breadcrumb overhead. We vary request rates from 50 to 800

requests per second and compare against two baselines: no tracing and vanilla OpenTelemetry tracing (no bridges).

We evaluate all bridge types (Structural, Call-Graph, Path) with checkpoint distance 3.

Results: Figure 6.8 shows mean response times across request rates. Up to the saturation point (approx 750

req/s), breadcrumb overhead is negligible across all bridge types and checkpoint distances. Response times diverge

only under saturation, when queuing effects amplify small per-request differences.

Figure 6.8: Latency overhead of adding breadcrumbs to spans. for various bridge types, including no
tracing and vanilla tracing (with no bridges)

The minimal overhead is expected: breadcrumb computation involves lightweight operations (hashing, array

appends) that complete in microseconds, while application work and span serialization dominate request latency.

The additional bytes added to trace context fit within existing network packets alongside application payloads,

avoiding extra round trips.

6.5.3 Breadcrumb Data Size

We evaluate how breadcrumb size varies with checkpoint distance and trace topology.

Checkpoint distance: Figure 6.9 shows average breadcrumb size per span for 100 of Uber’s traces across

checkpoint distances 2–6. At each checkpoint distance and bridge type, each dot is a trace and the IQR is plotted

as a solid line over the distributions. The hash bridge type is the exact bridge. The structural bridge was no

included in this experiment. As expected, larger checkpoint distances reduce the number of checkpointed spans but

increase breadcrumb size at each checkpoint (longer ancestry paths to encode). The Exact Bridge incurs the highest

overhead due to explicitly encoding each span ID; the Path Bridge is most compact as it only store bloom filters.
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Figure 6.9: Checkpoint distance vs Payload. Average ancestry data (per span) for various bridge types.

As the checkpoint distance increases, the distributions of average data size grow wider. This is because the

Uber traces are not perfectly balanced: some paths may reach depth 6 while others may terminate earlier. So

the impact of a higher checkpoint distance may affect traces differently. Shallow traces (e.g. that have deepest

path end at depth 2) will not be affected by a higher checkpoint distance.

The structural bridge values will be added to this experiment in future work.

Trace topology: Figure 6.10 shows breadcrumb size for synthetic traces varying in depth and width. We

generate complete w-ary trees of depth d (all paths have length d and every node has fan-out w) and measure

average breadcrumb size per span for the CG-Bridge.

To understand the results, we analyze two factors: (1) the fraction of nodes that carry breadcrumbs (check-

pointed nodes), and (2) the size of each breadcrumb. For a complete w-ary tree with N= wd+1−1
w−1 total nodes and

L=wd leaves, the leaf fraction is:

f(w,d)=
L

N
=
w−1

w
· 1

1−w−(d+1)

Fixed depth, increasing fan-out. For any fixed depth, the leaf fraction approaches 1 as fan-out increases.

Higher fan-out means each internal node spawns more children, causing the bottom level to dominate the total

node count. For example, at d=3: w=2 gives f≈0.53, w=5 gives f≈0.80, and w=10 gives f≈0.90.

Fixed fan-out, increasing depth. As depth increases with fixed fan-out w, the leaf fraction approaches

1− 1
w . For w=2 the limit is 1

2 ; for w=10 it is 9
10 . Deeper trees add internal nodes at each level, preventing the

leaf fraction from exceeding this bound.

With checkpoint distance 3 (Figure 6.10a), average breadcrumb size increases with width and remains relatively

stable across depths. At low width (w=2), averages range from 31–41 bytes; at high width (w=10), averages
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Figure 6.10: Breadcrumb size for various depth and width traces. Plots amortized breadcrumb size per
trace for various topologies.

stabilize around 42–44 bytes regardless of depth. This occurs because checkpoint distance 3 bounds the path length

between checkpoints, so bloom filter sizes remain small. The increase with width reflects the growing leaf fraction:

more nodes carry breadcrumbs, and each checkpoint accumulates fan-out hashes from upstream nodes in its interval.

With checkpoint distance 10 (Figure 6.10b), only root and leaf nodes are checkpointed. Average breadcrumb

size increases with both depth and width, ranging from 31 bytes (depth 2, width 2) to 52 bytes (depth 10, width 10).

Deeper traces require longer ancestry paths, increasing bloom filter size. Higher width increases the leaf fraction,

so more nodes carry breadcrumbs. The CG-Bridge’s fan-out tracking adds one hash entry per upstream fan-out

point, propagated along the leftmost path to a single checkpoint. With longer intervals between checkpoints, more

fan-outs accumulate, increasing breadcrumb size.

Takeaway: Checkpoint distance provides a tunable tradeoff between breadcrumb frequency and size. With

checkpoint distance 3, per-span overhead stays under 45 bytes even for deep, wide traces. With checkpoint distance

10, overhead grows to 52 bytes for the largest configurations but reduces the number of checkpointed spans.

6.6 Conclusion

Data loss in distributed tracing is inevitable: infrastructure sheds non-critical work during overloads, sampling

drops records to manage costs, and failures disrupt collection pipelines. Yet existing tracing systems provide no

mechanism to recover connectivity when records are lost.

This chapter introduced bridges, a new primitive that preserves trace characteristics across holes by propagating

lightweight breadcrumbs with requests. We presented three bridge types offering different fidelity-overhead tradeoffs:

Structural Bridges preserve topology and sibling ordering for critical-path analysis, Call-Graph Bridges preserve

topology with reduced overhead, and Path Bridges preserve only connectivity for minimal cost. Our preliminary
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evaluation shows that breadcrumb overhead is negligible in terms of latency and modest in terms of data size,

scaling predictably with checkpoint distance and trace topology.

Bridges represent a shift in how we think about trace reliability—from assuming complete data to designing

for graceful degradation.
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Chapter 7

Conclusion

7.1 Summary

This dissertation argues that understanding microservices requires moving beyond idealized models to confront

the messy realities of production systems. Across qualitative studies and large-scale industrial analyses, the work

presented here demonstrates that microservice architectures are far more dynamic, heterogeneous, and error-prone

than commonly assumed and that observability infrastructures must be designed with these realities in mind. Rather

than treating data loss as an edge case or assuming testbeds faithfully represent production, this research embraces

the complexity and imperfection inherent to large-scale distributed systems. Looking ahead, this perspective

opens opportunities for building more robust observability tools, more representative experimental platforms, and

standardized methodologies for comparing microservice architectures across organizations.

7.2 Future Work

7.2.1 Extending Bridges

The bridges work presented in this dissertation is ongoing. Beyond completing the current implementation and

evaluation, several directions emerge.

Inferring missing span metadata: Bridges recover trace topology but not the metadata including service

names and endpoints associated with lost spans. Graph neural networks trained on complete traces could learn

to predict likely service identities from topological context. Even partial inference would be valuable: knowing

that a missing span is ”probably a database call” could narrow debugging scope considerably.

Adapting trace-consuming tools: Anomaly detectors, auto-scalers, and critical-path analyzers assume

complete traces. These tools must be adapted to be aware of data loss in traces and extended to handle reconstructed

traces at varying levels of completeness. First, systems have various approaches to handling data loss in traces.

Most commonly, the entire trace is omitted when it invalidates accepted trace properties (e.g. fully connected).

There must be a principled way to acknowledge lossy trace data without discarding it completely. Second, tools

should be extended to handle traces with bridges. Traces that lose data likely happen when the system is under

high load or experiencing failures, making them the most beneficial for tools and developers. Tools should also
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adapt to traces at varying granularity levels. For example, aggregation tools should be able to handle connected

traces that may be missing nodes along bridges.

Bridge-aware sampling: Today, sampling is made an a full request granularity. Either the entire request

is traced or it is not traced at all. Bridges decouple trace connectivity from completeness, enabling a new within

trace sampling approach: intentionally drop low-value spans while preserving the trace skeleton via breadcrumbs.

Operators could define verbosity levels like full fidelity for debugging, skeleton-only for end-to-end monitoring with

bridges ensuring connectivity regardless. The challenge is identifying which spans are safe to drop for a given use case.

7.2.2 Improving Trace Data Quality

Detecting context-propagation errors: Capturing high-fidelity traces that represent their workflow relies

on correct context propagation. Additionally, context propagation errors can propagate downstream, making it

difficult to identify the offending service. Tools, similar to lint, are needed that can detect whether services are

propagating context correctly. These tools should be used prior to deploying new services or new versions and

could be integrated into CI/CD pipelines.

Redundancy in trace data models: casper’s reconstruction works because Alibaba’s model encodes

redundant information. OpenTelemetry stores only a parent pointer in each span. When that parent is lost,

connectivity breaks. Bridges add redundancy via propagated breadcrumbs, but other designs exist: span IDs could

encode ancestry rather than being random 64 bit strings, or services could periodically checkpoint trace state.

Each approach trades off overhead, reconstruction fidelity, and implementation complexity differently.

7.2.3 Microservice Experimentation

Testbeds that evolve: Our findings reveal that production microservices are characterized by constant change:

services are deployed and deprecated daily, communication patterns shift, and workflows vary across executions.

Yet existing testbeds are static snapshots. A more faithful experimental platform would incorporate evolution

as a first-class property. Evolving testbeds would be useful to evaluate systems that train models of system

characteristics to make decisions. The evolvability aspect can be used to evaluate how often models need to be

retrained in order to keep up with the system changing. This raises design questions: How should evolution be

parameterized? Should testbeds replay recorded evolution traces or generate synthetic change patterns? And how

do we validate that synthetic evolution captures the properties that matter for the research questions at hand?

Generators as complements to testbeds: Full microservice deployments are infeasible outside industrial

settings, making topology and workflow generators essential for research. But existing generators may encode

assumptions specific to particular organizations or topologies. Research is needed to identify which architectural
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dimensions are best explored via generators versus deployed testbeds, and how to calibrate generators against diverse

production characteristics. Our finding that microservice topologies do not follow simple power-law relationships

suggests that principled generative models perhaps learned from anonymized production data may be necessary.

7.2.4 Standardizing Measurement

Common vocabulary for comparison: Comparing Meta’s architecture to prior studies proved difficult since

definitions of ”service” vary, complexity metrics differ, sampling methodologies are often unknown. Developing

common definitions and measurement protocols would enable meaningful cross-organization comparisons.

Naming services and observability data: At Meta, we found that teams named services in unconventional

ways to work around infrastructure limitations. Not all deployable units fit the standard service abstraction, so

naming became a mechanism to coerce desired behavior. This ad-hoc approach leads to inconsistent naming

quality, particularly for services satisfying many business use cases. Research into naming schemas that better

accommodate diverse deployment patterns, and tools that surface meaningful names from observed behavior, would

help both operators and automated tooling.
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